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Foreword

In 2012, Cell Press launched the “Best of” reprint collections across a number of journals, most notably Cell. 

Now, we are happy to bring you a new Best of Cell that focuses on articles published over the course of 2019.

For this edition, we made our selection by looking at reviews and research articles that garnered wide attention 

or captured editorial interest for conceptual impact. Looking back over the year, we discovered that winnowing 

down the list to only a few required hard choices from among papers that we were excited to publish. In 

the end, we've chosen papers, at the frontiers of their respective fi elds, that represent the broad sweep of 

today's biology. We’ve also included reviews that provide authoritative views on immunotherapy, genomic 

medicine, and autophagy and a collection of SnapShots that present up-to-date, quick-read summaries to 

highlight several key areas of biology; we hope these SnapShots will be useful reference tools for the scientifi c 

community. The papers collected here also feature exciting methodologies and experimental procedures—

including a platform for identifying small molecules that modulate CRISPR-Cas9 activity, an optics-free 

imaging technique, and use of nanoparticles to allow mice to see near-infrared light.

We hope that highlighting these articles will provide an overview of the science that we published from the end 

of 2018 to this point in 2019. We recognize that no single measurement can be indicative of the “best” papers 

over a given period of time, especially when the articles are relatively new and their true signifi cance will only 

be established with time. Regardless of whether they will be highly cited papers in their fi elds, we believe they 

are noteworthy, and we hope you enjoy reading them. 

You can access the entire “Best of” collection online at www.cell.com/bestof. Visit www.cell.com/cell to learn 

about the latest fi ndings that Cell has had the privilege to publish and www.cell.com to fi nd other high-quality 

life science papers published in the full portfolio of Cell Press journals. Please feel free to contact us at 

cell@cell.com to tell us about your latest work or to provide feedback. We look forward to working with you in 

2020 and beyond!

As a fi nal note, we are grateful for the generosity of our sponsors, who helped to make this reprint collection 

possible.

John Pham
Editor-in-Chief, Cell

For information for the Best of Series, please contact:

Jonathan Christison

Program Director, Best of Cell Press

e: jchristison@cell.com

p: 617-397-2893

t: @CellPressBiz

http://www.cell.com/bestof
http://www.cell.com/cell
http://www.cell.com/
mailto:cell@cell.com
mailto:jchristison@cell.com
http://twitter.com/@CellPressBiz
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SnapShots

RNA Structure Probing Technologies Paul D. Carlson, Molly E. Evans, Angela M. Yu, Eric J. Strobel, 

and Julius B. Lucks

Cancer Immunotherapy with Oncolytic Viruses Shashi Gujar, John Bell, and Jean-Simon Diallo

The RNA Exosome M. Rhyan Puno, Eva-Maria Weick, Mom Das, 

and Christopher D. Lima

Biology of Genetic Ataxias Ilse Eidhof, Bart P. van de Warrenburg, and Annette Schenck

Reviews and Perspectives

A Paradigm Shift in Cancer Immunotherapy: 
From Enhancement to Normalization

Miguel F. Sanmamed and Lieping Chen

 Biological Functions of Autophagy Genes: A Disease 
Perspective

Beth Levine and Guido Kroemer

Genomic Medicine–Progress, Pitfalls, and Promise Jay Shendure, Gregory M. Findlay, and Matthew W. Snyder

Articles, Resources, and Theories

In Toto Imaging and Reconstruction of Post-Implantation 
Mouse Development at the Single-Cell Level

Katie McDole, Léo Guignard, Fernando Amat, Andrew Berger, 

Grégoire Malandain, Loïc A. Royer, Srinivas C. Turaga, 

Kristin Branson, and Philipp J. Keller

Predicting Splicing from Primary Sequence with 
Deep Learning

Kishore Jaganathan, Sofia Kyriazopoulou Panagiotopoulou, 

Jeremy F. McRae, Siavash Fazel Darbandi, David Knowles, 

Yang I. Li, Jack A. Kosmicki, Juan Arbelaez, Wenwu Cui, 

Grace B. Schwartz, Eric D. Chow, Efstathios Kanterakis, 

Hong Gao, Amirali Kia, Serafim Batzoglou, 

Stephan J. Sanders, and Kyle Kai-How Farh

Mammalian Near-Infrared Image Vision through Injectable 
and Self-Powered Retinal Nanoantennae

Yuqian Ma, Jin Bao, Yuanwei Zhang, Zhanjun Li, 

Xiangyu Zhou, Changlin Wan, Ling Huang, Yang Zhao, 

Gang Han, and Tian Xue

Transcription Factors Activate Genes through the 
Phase-Separation Capacity of Their Activation Domains

Ann Boija, Isaac A. Klein, Benjamin R. Sabari, 

Alessandra Dall’Agnese, Eliot L. Coffey, Alicia V. Zamudio, 

Charles H. Li, Krishna Shrinivas, John C. Manteiga, 

Nancy M. Hannett, Brian J. Abraham, Lena K. Afeyan, 

Yang E. Guo, Jenna K. Rimel, Charli B. Fant, Jurian Schuijers, 

Tong Ihn Lee, Dylan J. Taatjes, and Richard A. Young

Extensive Unexplored Human Microbiome Diversity 
Revealed by Over 150,000 Genomes from Metagenomes 
Spanning Age, Geography, and Lifestyle

Edoardo Pasolli, Francesco Asnicar, Serena Manara, 

Moreno Zolfo, Nicolai Karcher, Federica Armanini, 

Francesco Beghini, Paolo Manghi, Adrian Tett, Paolo Ghensi, 

Maria Carmen Collado, Benjamin L. Rice, Casey DuLong, 

Xochitl C. Morgan, Christopher D. Golden, 

Christopher Quince, Curtis Huttenhower, and Nicola Segata
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On the cover: Featured on the cover is a cross-section of visually striking images published on 

the cover of Cell in 2018 and 2019. Images are courtesy of (from left to right): Markus Kasemaa 

(volume 177, issue 4), Weinhäupl et al. (volume 175, issue 5), iStock/kemalbas (volume 176, 

issue 6), Myles Marshall (volume 177, issue 7), and Design and Creative Services, Katharina Link 

(volume 178, issue 2).

Anti-NKG2A mAb Is a Checkpoint Inhibitor that Promotes 
Anti-tumor Immunity by Unleashing Both T and NK Cells

Pascale André,Caroline Denis, Caroline Soulas, 

Clarisse Bourbon-Caillet, Julie Lopez, Thomas Arnoux, 

MathieuBléry, Cécile Bonnafous, Laurent Gauthier, 

Ariane Morel, Benjamin Rossi, Romain Remark, 

Violette Breso, Elodie Bonnet, Guillaume Habif, Sophie Guia, 

AnaInes Lalanne, Caroline Hoffmann, OlivierLantz, 

Jérôme Fayette, Agnès Boyer-Chammard, Robert Zerbib, 

Pierre Dodion, Hormas Ghadially, Maria Jure-Kunkel, 

Yannis Morel, Ronald Herbst, Emilie Narni-Mancinelli, 

Roger B. Cohen, and Eric Vivier

DNA Microscopy: Optics-free Spatio-genetic Imaging by 
a Stand-Alone Chemical Reaction

Joshua A. Weinstein, Aviv Regev, and Feng Zhang

A High-Throughput Platform to Identify Small-Molecule 
Inhibitors of CRISPR-Cas9

Basudeb Maji, Soumyashree A. Gangopadhyay, 

Miseon Lee, Mengchao Shi, Peng Wu, Robert Heler, 

Beverly Mok, Donghyun Lim, Sachini U. Siriwardena, 

Bishwajit Paul, Vlado Dančík, Amedeo Vetere, 

Michael F. Mesleh, Luciano A. Marraffini, David R. Liu, 

Paul A. Clemons, Bridget K. Wagner, and Amit Choudhary

Reconstructing the Deep Population History of Central 
and South America

Cosimo Posth, Nathan Nakatsuka, Iosif Lazaridis, 

Pontus Skoglund, Swapan Mallick, Thiseas C. Lamnidis, 

Nadin Rohland, Kathrin Nägele, Nicole Adamski, 

Emilie Bertolini, Nasreen Broomandkhoshbacht, 

Alan Cooper, Brendan J. Culleton, Tiago Ferraz, 

Matthew Ferry, Anja Furtwängler, Wolfgang Haak, 

Kelly Harkins, Thomas K. Harper, Tábita Hünemeier, 

Ann Marie Lawson, Bastien Llamas, Megan Michel, 

Elizabeth Nelson, Jonas Oppenheimer, Nick Patterson, 

Stephan Schiffels, Jakob Sedig, Kristin Stewardson, 

Sahra Talamo, Chuan-Chao Wang, Jean-Jacques Hublin, 

Mark Hubbe, Katerina Harvati, Amalia Nuevo Delaunay, 

Judith Beier, Michael Francken, Peter Kaulicke, 

Hugo Reyes-Centeno, Kurt Rademaker, Willa R. Trask, 

Mark Robinson, Said M. Gutierrez, Keith M. Prufer, 

Domingo C. Salazar-Garcı́a, Eliane N. Chim, 

Lisiane Müller Plumm Gomes, Marcony L. Alves, 

Andersen Liryo, Mariana Inglez, Rodrigo E. Oliveira, 

Danilo V. Bernardo, Alberto Barioni, Veronica Wesolowski, 

Nahuel A. Scheifler, Mario A. Rivera, Claudia R. Plens, 

Pablo G. Messineo, Levy Figuti, Daniel Corach, 

Clara Scabuzzo, Sabine Eggers, Paulo DeBlasis, 

Markus Reindel, César Méndez, Gustavo Politis, 

Elsa Tomasto-Cagigao, Douglas J. Kennett, André Strauss, 

Lars Fehren-Schmitz, Johannes Krause, and David Reich
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To learn more, visit www.zymoresearch.com/pages/zymobiomics-portfolio

ZymoBIOMICS® 
The Complete Microbiomics Solution

The findings of microbiomics studies have far-reaching implications in human health, agriculture, 
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InvivoGen offers a large panel of cell lines stably transfected 
with innate immunity-specific pathway reporter constructs. 
Our cells express one or two reporter proteins, secreted 
embryonic alkaline phosphatase (SEAP) and/or Lucia 
luciferase.Both systems offer the advantage of being secreted 
outside the cell,allowing for multiple and non-destructive 
readings over time. 
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Thoroughly tested for viability and biological activity
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impedance assay platform

Want to evaluate killing kinetics with 
physiologically relevant effector cell to target cell 
ratios? Concerned about the possible confounding 
effects of labeling your cells?
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impedance-based real-time cell analysis platform. 
Over minutes or weeks gain unprecedented access 
to the kinetics of your biology. 
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can now track immune cell-mediated killing in a 
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Overview of chemical probing workflow Example: tRNAPhe
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Biological question Comparison experiments Structural mechanism questions

1. What is the secondary structure of the RNA? Does it contain 

long-range interactions or subdomains?

In vitro: full-length RNA vs. subdomains probed individually Are there subdomains and, do they have  

defined/conserved structures?

2. How does the structure change as the RNA is  

thermally unfolded?

In vitro or in vivo: probe over a range of temperatures What is the structural order of melting?  

Does melting expose functional sequences?

3. Does the RNA form tertiary structures? In vitro: probe over a range of [Mg++] Are the tertiary structures long range? How do they  

contribute to the overall RNA fold?

4. Where does a protein, ligand, or trans-acting RNA bind? In vitro or in vivo: probing with and without protein/ligand/RNA What is the structure of the binding site?

5. How does the RNA present interaction regions within the cell? In vitro or in vivo: solvent accessibility probing What does the surface of the RNA fold look like?

6. Do functional RNA structures form during transcription? In vitro: cotranscriptional vs. equilibrium refolded probing What is the cotranscriptional folding pathway of this RNA?

7. How does RNA structure vary across the transcriptome? In vivo or ex vivo: genome-wide probing to compare reactivity 

across mRNAs

Do common features of RNAs, such as translation  

start sites, share common structural patterns?

600 Cell 175, October 4, 2018 © 2018 Elsevier Inc. DOI https://doi.org/10.1016/j.cell.2018.09.024
See online version for 

legends and references

SnapShot: RNA Structure
Probing Technologies
 Paul D. Carlson,1,2 Molly E. Evans,3 Angela M Yu,2,4 Eric J. Strobel,3 and Julius B. Lucks2,3

1Robert F. Smith School of Chemical and Biomolecular Engineering, Cornell University, Ithaca NY; 2Center for Synthetic Biology, 
Northwestern University, Evanston IL; 3Department of Chemical and Biological Engineering, Northwestern University, Evanston IL; 
4Tri-Institutional Training Program in Computational Biology and Medicine, Weill Cornell Medicine, New York, NY 

https://doi.org/10.1016/j.cell.2018.09.024
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Harnessing an antitumor immune response has been a fundamental strategy in cancer immuno-
therapy. For over a century, efforts have primarily focused on amplifying immune activation
mechanisms that are employed by humans to eliminate invaders such as viruses and bacteria.
This ‘‘immune enhancement’’ strategy often results in rare objective responses and frequent
immune-related adverse events (irAEs). However, in the last decade, cancer immunotherapies tar-
geting the B7-H1/PD-1 pathway (anti-PD therapy), have achieved higher objective response rates in
patients with much fewer irAEs. This more beneficial tumor response-to-toxicity profile stems from
distinct mechanisms of action that restore tumor-induced immune deficiency selectively in the tu-
mor microenvironment, here termed ‘‘immune normalization,’’ which has led to its FDA approval in
more than 10 cancer indications and facilitated its combination with different therapies. In this
article, we wish to highlight the principles of immune normalization and learn from it, with the ulti-
mate goal to guide better designs for future cancer immunotherapies.

Introduction
Successful generation of a T cell-mediated immunity to eliminate

antigen includes but it is not limited to the following steps: (1) tu-

mor-antigen uptake and processing by antigen-presenting cells

(APCs), (2) migration of APCs to lymphoid organs, (3) tumor-an-

tigen presentation fine-tuned by co-stimulation and co-inhibitory

signals that regulate the activation of tumor-specific naive T cells

to become effector T cells in lymphoid organs, (4) the regression

of tumor-specific effector T cells from lymphoid organs into pe-

ripheral blood and trafficking to tumor tissues, (5) tumor-antigen

recognition and tumor lysis, and (6) death of effector T cells and

the generation of tumor-specific memory T cells. Based on the

understanding of these cellular and molecular mechanisms,

various types of immunotherapies were developed to ‘‘push’’

immune activation through the modulation of general regulatory

and/or activatory mechanisms governing these steps to

improve antitumor immune responses in quantity and/or

quality. This general approach aims to activate and increase

the immune response, and we have termed this as ‘‘enhance-

ment immunotherapies.’’

However, cancer does not simply grow to race with the

development of immune responses, but rather actively em-

ploys various tactics to delay, alter, or even stop antitumor im-

munity. These tactics, collectively termed ‘‘immune evasion

mechanisms,’’ often defeat intrinsically developed antitumor

immunity, leading to a failure in the control of tumor growth.

These mechanisms develop continuously during the progres-

sion of cancer and become more diverse and complex in

late-stage cancers. New approaches to improve the immune

response against cancer consist of blocking these immune

evasion mechanisms. One of the first and most characterized

immune evasion mechanisms is the programmed cell death

(PD) pathway. This pathway inhibits an effector T cell antitumor

immune response when it is upregulated in the tumor microen-

vironment, and therapies blocking this pathway have proven

effective at improving an antitumor immune response against

multiple tumor types. This approach is conceptually different

from the previous enhancement approach. While enhancement

approaches are designed based on the knowledge of the gen-

eral activation process, anti-PD therapy exploits new knowl-

edge based on immune evasion mechanisms. Furthermore,

while in the enhancement approach, we assume that the gen-

eral mechanisms of immune system activation are always the

same, anti-PD therapy first requires a careful study of the tu-

mor microenvironment (TME) to identify that the PD pathway

is upregulated, making this therapy more ‘‘personalized.’’ We

believe that this approach represents the first of an emerging

group of strategies in the future of cancer immunology

research and will expand as we understand better mecha-

nisms of immune escape. Because this new approach aims

to restore a lost antitumor immunity, we have termed it

‘‘normalization cancer immunotherapy.’’

The Beginning: Enhancement Cancer Immunotherapy
Starting from its inception, mainstream cancer immunotherapy

has involved enhancing the processes believed to be neces-

sary for a successful and powerful immune response. These

enhancement strategies have generally been grouped in two:

the first approach is to use effector cells/molecules of the

immune system to directly attack tumor cells, which is called

‘‘passive’’ immunotherapy. This category includes antibody-

targeted therapy and its derivatives (e.g., antibody-drug conju-

gates), as well as adoptive immune cell therapies and, more

recently, genetically engineered T cells (chimeric antigen
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receptor [CAR]-T, T cell receptor [TCR]-T, etc.). Passive immu-

notherapy employs the power of modern technology and

brings the immune system to much higher, sometimes extraor-

dinary levels. The most well-known examples are anti-

Her2/neu monoclonal antibody (mAb) for breast cancer,

anti-EGFR mAb for colorectal or head and neck cancer, and

anti-CD20 mAb for B lymphoma, among others. The second

approach is to enhance immune system activation through

the modulation of endogenous regulatory and/or activatory im-

mune mechanisms, which is also called ‘‘active’’ immuno-

therapy. In accordance with the immune response step that

these strategies enhance, we can (1) enhance antigen uptake,

processing, and presentation to T cells by APCs, such as an-

tigen/adjuvant vaccines and dendritic cell vaccines—this could

also extend to cytokines or agents that promote APC activity

such as type I interferons (IFNs), Toll-like receptor (TLR) ago-

nists, and stimulator of interferon genes (STINGs) agonists;

(2) enhance the activation and expansion of naive T cells: ex-

amples are dendritic cell vaccines and anti-cytotoxic T

lymphocyte antigen-4 (CTLA-4) mAb; and (3) intensify the

effector phase of the immune response: examples are adop-

tive cell therapy using ex vivo stimulated and expanded tumor

infiltrate T cells to infuse back into cancer patients. In this

Figure 1. FDA-Approved Cancer Immuno-

therapies and Their Indications under the

Categories of the Immune Enhancement

versus Immune Normalization
All FDA-approved cancer immunotherapies are
illustrated. These cancer immunotherapies are
divided into two categories. The immune
enhancement category (IFNs, IL-2, anti-CTLA-4,
cancer vaccine, andCAR-T cells) is listed in the left
panel with the first approval of type I IFN for the
treatment of hairy cell leukemia in 1984. The im-
mune normalization category (anti-PD-1/PD-L1
mAbs) is listed in the right panel with the first
approval of anti-PD-1 mAb nivolumab in 2014.
Approved disease indications are listed in the
middle panel.

article, we will focus our discussion

and analysis mainly on active immuno-

therapies, as well as CAR-T cell therapy.

For antibody-targeted therapy, we will

refer to several excellent review articles

(Scott et al., 2012; Weiner, 2015; Weiner

et al., 2010), and it will not be discussed

in depth here.

It is important to understand that the

enhancement strategies are not de-

signed to correct or overcome an exist-

ing or known deficiency during the

development of the antitumor immune

response. For instance, interleukin-2

(IL-2) therapy was not chosen based on

a defective expression on IL-2 and its

receptors in cancer patients. It is also

unknown whether or not CTLA-4 overex-

pression or altered B7-1/B7-2 expres-

sion constitutes a tumor-induced immune-deficient mechanism

in patients treated with anti-CTLA-4 mAbs. Likewise, cancer

vaccines or adoptive therapy are also given to patients without

knowledge of any defects in presentation/priming in patients.

This suggests that perhaps, in some patients, these enhance-

ment strategies are indeed providing a needed supply to the

immune activation process. Therefore, these patients may

benefit greatly from this treatment. However, in most of these

cases, these strategies may simply be general activators of

the immune system that are increasing the immune response

against tumors but that are also pushing the immune system

to supraphysiological levels with a subsequent risk of

increasing immune-related adverse events (irAEs). This may

explain the low tumor response-to-toxicity profile during

enhancement immunotherapy.

Despite these conceptual limitations, these early strategies

resulted in objective tumor responses and subsequent FDA ap-

provals for the treatment of a few tumors (Grupp et al., 2013;

Kantoff et al., 2010; Parkinson et al., 1990; Porter et al.,

2011; Rosenberg et al., 1987), as summarized in Figure 1. How-

ever, it became evident that successful treatment was the

exception (only a small portion of patients showed objective re-

sponses), and often, these strategies failed to demonstrate a
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significant clinical benefit in multiple tumor types. In most of

the cases, these therapies failed to extend their approval

beyond classically immunogenic tumors due to an unfavorable

response/toxicity ratio (i.e., IL-2 and anti-CTLA-4 mAbs).

We focus this discussion on why we consider these therapies

as ‘‘enhancement’’ and the reasons for their less favorable

response-to-toxicity ratio. Because it is well beyond this

Perspective to review all possible immunotherapies that failed

during past and present years, we have chosen to focus our

analysis here only on FDA-approved cancer immunotherapies

that have demonstrated a significant antitumor activity in at

least one tumor type.

Cancer Vaccines

Following the idea of vaccination in infectious diseases, themost

popular cancer immunotherapy practice has been to immunize

patients against tumor antigens through many different ap-

proaches, including cell-based, DNA-based, and protein/

peptide-based preparations. Unfortunately, after thousands of

cancer vaccine trials have been conducted and tested inmultiple

tumor types, only one cancer vaccine has been approved with

moderate effect (sipuleucel in prostate cancer) (Kantoff et al.,

2010). Ironically, many of these vaccination strategies were

able to induce a peripheral tumor-specific T cell response while

failing to show objective antitumor activity (Melero et al., 2014;

Rosenberg et al., 2004). These findings suggest that tumor-spe-

cific T cell priming may not be the major hurdle in these cancer

patients. Furthermore, the appearance of vitiligo, a sign of auto-

immunity, is often associated with objective tumor response

after cancer vaccination in some melanoma patients, indicating

that tumor response and autoimmunity are frequently associated

(Overwijk and Restifo, 2000). With the advent of neoantigen tu-

mor vaccines, this strategy has been reinvigorated proposing

the need for new antigens without central tolerance and higher

T cell affinity (Ott et al., 2017; Sahin et al., 2017).

Cytokines

One of the most illustrative examples of the enhancement of

cancer immunotherapy is the use of IL-2. IL-2 is a growth factor

for antigen-specific T cells and natural killer (NK) cells. IL-2 was

first identified in 1976 (Morgan et al., 1976), and isolation of the

cDNA clone was described in 1983 (Taniguchi et al., 1983). Sub-

sequently, recombinant IL-2 was shown to have antitumor

activity in a number of murine tumor models (Rosenberg et al.,

1985). Based on animal model data, IL-2 was tested in cancer

patients and received FDA approval to treat renal cell carcinoma

(1992) and melanoma (1998) with a 5%–15% objective response

rate (Rosenberg, 2014).While IL-2 induces an effective antitumor

immune response in a few cases, inmost patients, IL-2 induces a

significant toxicity in multiple organs and tissues, mostly related

with general capillary leak syndrome (Atkins et al., 1999). Thus,

the antitumor effect seems to be the exception, while broad stim-

ulation of the immune system seems to be the rule. With the

arrival of new versions of IL-2 receptor agonists, efficacy and

toxicity are expected to be improved, based first on the design

of engineered IL-2 that preferentially binds CD8 and NK IL-2 re-

ceptor over Treg IL-2 receptor (Charych et al., 2016) and second

on bispecific constructs targeting tumor antigens and refocusing

most of the effect of IL-2 into the tumor microenvironment (Klein

et al., 2017).

Anti-CTLA-4 mAbs

CTLA-4 is a cell-surface receptor induced in conventional T cells

after TCR engagement that acts as a regulator of naive and

effector antigen-specific T cell activation (Leach et al., 1996;Wa-

lunas et al., 1994). Additionally, CTLA-4 is highly expressed in

Tregs and has proven to be critical for the development and

function of induced Tregs (Takahashi et al., 2000). Mice lacking

CTLA-4 develop an early-onset general T cell activation, result-

ing in inflammatory infiltration and death around 3 weeks of

age, highlighting the importance of CTLA-4 to control self-reac-

tive T cell responses (Waterhouse et al., 1995). In the clinic, anti-

CTLA-4 mAbs induce frequent autoimmune reactions that

confirm the importance of this pathway in controlling self-reac-

tive T cells. Whether these autoimmune reactions occur due to

the loss of CTLA-4 function in conventional T cells, regulatory

T cells, or both is under debate. A recent study using a human-

ized CTLA-4 mouse model casts doubt on the blockade of the

B7s/CTLA-4 interaction using clinical-grade anti-CTLA-4 mAbs

(ipilimumab) (Du et al., 2018), and numerous works during recent

years suggest that the main effect of anti-CTLA-4 mAbs may be

mediated by Treg depletion (Bulliard et al., 2013; Selby et al.,

2013; Simpson et al., 2013, Arce Vargas et al., 2018). These re-

sults thus call for a reassessment of the ‘‘immune checkpoint

blockade’’ concept for anti-CTLA-4 therapy. On the other

hand, while a small group of melanoma patients developed an

objective tumor response (15%–20%), severe toxicities (grades

3–5) were more common (30%), suggesting that this agent more

effectively activates self-reactive rather than tumor-specific

T cells. Judging from the mechanisms of action, the CTLA-4

blocking strategy may be another type of enhancement cancer

immunotherapy, because there is no evidence that this pathway

is induced by tumors as an immune evasion mechanism, and

furthermore, we do not have evidence that anti-CTLA-4 mAbs

preferentially activate tumor-specific T cells over self-reactive

T cells in patients. In contrast, clinical data illustrate that irAEs

are more frequent than tumor response (ORR) as it happens

with the use of unspecific T cell growth factor IL-2 (Table 1).

This unfavorable response/toxicity ratio most likely is the reason

why ipilimumab has been approved to treat metastatic mela-

noma (Hodi et al., 2010) but failed to show clinical benefit in other

tumor types where it was tested as a single-agent therapy (Bilu-

sic et al., 2017; Lynch et al., 2012).

Chimeric Antigen Receptor

CAR-T cells are genetically engineered T cells with an antigen-

binding domain (typically a single-chain variable fragment

[scFv]) and additional intracellular costimulatory domains from

receptors, such as CD28 and/or CD137. The advantage of these

engineered T cells is that the recognition of antigens by CAR-T is

not restricted by major histocompatibility complex (MHC)

expression. This design is one of the most paradigmatic exam-

ples of using engineered effector immune cells to more effec-

tively attack tumor cells, and the infusion of a large number of

these cells is an illustrative case of the enhancement strategy.

A main disadvantage is that it requires extracellular surface

expression of the targets on the tumor cells, and this limits

CAR-T cells’ specificity and broadness of application. Since

the invention of hybridoma technology, numerous mAbs have

been generated against tumor cells with the hope to discover
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‘‘magic bullets,’’ and it is now clear that there are very few tumor-

specific cell-surface antigens. CAR-T cells are extremely effec-

tive at recognizing and destroying target cells. In this regard,

this type of adoptive cell therapy is equally effective to clear tu-

mor as normal cells when the target antigen is shared by tumor

and non-tumor tissues. For instance, CAR-T cells targeting

CD19 proteins are very effective at recognizing and destroying

B cell lymphoma and leukemia cells but also destroying all the

normal CD19+ B cells in the body of the patient. While this off-

target effect is acceptable, since B cell depletion in patients

can be functionally replaced by administering polyclonal human

immunoglobulin Gs (IgGs), the consequences can be more dra-

matic when the target is expressed in normal epithelial cells. In

addition to this off-target toxicity, themost important irAE related

with CAR-T cells is acute cytokine release syndrome (CRS) as a

consequence of producing supraphysiologic levels of cytokines

via CAR-T cells upon antigen recognition (Brudno and Kochen-

derfer, 2016; Namuduri and Brentjens, 2016). All of these are

important limitations to the extension of these therapies to solid

tumors as was shown in the preliminary results of HER2-specific

CAR-T cells (Ahmed et al., 2015; Morgan et al., 2010).

In summary, the common experience for the use of enhance-

ment cancer immunotherapy is that general activation of the

immune system leads to more frequent irAEs than objective

antitumor responses (with the exception of CAR-T therapy in he-

matological malignancies). This unfavorable response-to-toxicity

ratio has limited the use for most of these therapies, and none of

these agents have had a broad spectrum of indications thus far

(Figure 1).

The Normalization Cancer Immunotherapy Has Come
of Age
An important clinical observation in the last decade is that sys-

temic immune activation does not necessarily result in cancer

Table 1. ORR and Severe Treatment-Related AEs in Metastatic Melanoma Patients Treated with FDA-Approved Immunotherapies

Drug Phase Drug and Schedule

Number

of Patientsa

Objective

Response

Rate (%)

Treatment-Related Toxicitiesb

ReferenceAny Grade (%) Grades 3–4 (%)

IL-2

II high dose IL-2 46 10 (24) >32 (>68) >17 (>35) Parkinson et al. (1990)

II high dose IL-2 134 23 (17) 134 (100) >78 (>37) Rosenberg et al. (1994)

IIc high dose IL-2 270 43 (16) >64 (>24) >45 (>17) Atkins et al. (1999)

II high dose IL-2 26 5 (19) 26 (100) 13 (50) Tarhini et al. (2007)

III low dose IL-2 153 5 (3) N/A 59 (39) Agarwala et al. (2002)

III high dose IL-2 93 6 (6) >36 (>39) 74 (80) Schwartzentruber et al. (2011)

Average (14) (>43)

Anti-CTLA-4 mAbs

II ipilimumab 57 9 (16) 54 (95) 27 (47) Weber et al. (2009)

III ipilimumab 137 15 (11) 105 (80) 30 (23) Hodi et al. (2010)

III ipilimumab 278 33 (12) 187 (73) 51 (20) Robert et al. (2015a)

III ipilimumab 315 60 (19) 268 (85) 85 (27) Larkin et al. (2015)

II ipilimumab 47 5 (11) 34 (74) 9 (19) Hodi et al. (2016)

III ipilimumab 727 100 (14) 324 (45) 190 (26) Ascierto et al. (2017)

Average (14) (27)

Anti-PD-1 mAbs

I pembrolizumab 135 44 (38) 107 (79) 17 (13) Hamid et al. (2013)

II nivolumab 107 33 (31) 90 (84) 24 (22) Topalian et al. (2014)

I pembrolizumab 173 41 (26) 142 (82) 20 (12) Robert et al. (2014)

III nivolumab 316 138 (44) 257 (82) 51 (16) Larkin et al. (2015)

III pembrolizumab 556 185 (33) 423 (76) 65 (12) Robert et al. (2015a)

III nivolumab 210 84 (40) 153 (74) 24 (12) Robert et al. (2015b)

II pembrolizumab 357 84 (23) 252 (76) 45 (13) Ribas et al. (2015)

III nivolumab 227 74 (27) 206 (77) 37 (14) Larkin et al. (2018)

Average (33) (14)

N/A, not available.
aNumber of patients available for ORR or treatment-related AE assessment vary across the studies.
bIndicated as ‘‘>’’ when frequency per toxicity grade was not available, and it was estimated based on the most common treatment-related adverse

event reported.
cData combination of eight phase II clinical trials.
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regression, especially in solid tumors. In fact, ample evidence

exists that the presence of fully activated tumor-specific T cells

in peripheral blood does not often correlate with the regression

of tumors or a better prognosis in cancer patients (Melero

et al., 2014; Rosenberg et al., 2005). This discrepancy has

been better understood recently with the discovery and charac-

terization of immune escape mechanisms developed by tumors

that lead to a local, rather than a systemic, immunosuppression

(Taube et al., 2012, Chen and Han, 2015). It has been well docu-

mented that human cancer can develop various mechanisms to

escape specific and non-specific immune attacks (Vinay et al.,

2015). These mechanisms prevent immune attack, inhibiting

T cell activity in the TME. Unfortunately, themechanisms govern-

ing immune escape in tumors discovered thus far are often

similar, if not identical, to those governing self-tolerance (Phan

et al., 2001), making it difficult to develop a therapeutic that gen-

erates an antitumor response but avoids irAEs. This limitation,

however, has recently been challenged by encouraging basic

and clinical findings using mAbs to block B7-H1 and PD-1 inter-

actions (collectively named anti-PD therapy) (Chen and Han,

2015). Indeed, anti-PD therapies are the first FDA-approved im-

munotherapies to demonstrate more frequent objective tumor

responses than severe treatment-related AEs in cancer patients,

illustrating that it is possible to increase efficacy without

increasing toxicity. We have highlighted this achievement by

comparing the objective response rate and treatment-related

AEs across clinical trials using FDA-approved IL-2, anti-

CTLA-4, and anti-PD-1mAbs as single agents to treatmetastatic

melanoma patients (Table 1). Also, a recent side-by-side com-

parison of nivolumab (anti-PD-1) and ipilimumab in a randomized

clinical trial of advanced and localized melanoma patients

confirmed that nivolumab has three timesmore activity and three

times less toxicity than ipilimumab (Larkin et al., 2015; Robert

et al., 2015a; Weber et al., 2017). Furthermore, clinical results

have repeatedly demonstrated that this strategy can induce du-

rable responses in a broad spectrum of large and disseminated

late-stage human malignancies, increasing the frontiers of

immunotherapy beyond the traditional set of previously catego-

rized immunogenic tumors, such as melanoma (Callahan et al.,

2016; Zou et al., 2016). Currently, anti-PD therapy has been

approved by the FDA for the treatment of metastatic melanoma,

lung cancer, head and neck cancer, renal cell carcinoma, urothe-

lial carcinoma, liver cancer, gastric cancer, Hodgkin’s lym-

phoma, Merkel cell carcinoma, large B cell lymphoma, cervical

cancer, and any MSI+ tumors (Ribas and Wolchok, 2018)

(Figure 1). Moreover, anti-PD therapy is effective in >25 different

types of solid tumors and several hematopoietic malignancies,

which will likely lead to future FDA approval (Ribas andWolchok,

2018). One of the factors that facilitated this unprecedented

success is a more favorable response-to-toxicity profile, with a

40% objective tumor response rate and a 7%–12% grades

3–5 irAEs across multiple tumor types (Naidoo et al., 2015; Ribas

andWolchok, 2018). This new tumor response-to-toxicity profile

and this antitumor activity across multiple tumor types (beyond

those classically considered ‘‘immunogenic tumors’’) reflect a

different mechanism of action, termed here immune normaliza-

tion, which we will discuss in detail in the following section. We

believe that there are other potential immune normalizers, and

learning from the principles of anti-PD therapies, we can choose

immunotherapies that can reproduce the success of anti-PD

therapy.

Principles of Normalization Cancer Immunotherapy
The concept of immune normalization emphasizes the impor-

tance of identifying the particular defects or dysfunctions of the

immune response during tumor progression and to develop stra-

tegies to specifically correct these deficiencies to restore a

natural antitumor immune capacity. Although the end result of

the normalization strategy may lead to elevated immune re-

sponses, these responses should fluctuate transiently in limited

ranges and, in theory, should not cause permanent damage to

normal organs/tissues. This ‘‘controlled’’ elevation of immune re-

sponses during normalization immunotherapy may be due to

immune responses under normal feedback regulation. While

there are some cases where severe irAEs occur in patients

treated with anti-PD therapy, under a normalization immuno-

therapy approach, these patients may be predisposed to or in

a ‘‘subclinical’’ status of inflammatory or autoimmune disease

in which anti-PD therapy will serve as a ‘‘final nail in the coffin.’’

Normalization strategies aim to unblock a blocked immune

response to increase the antitumor responses in contrast to en-

hancers that aim to generally activate the immune system to

improve the antitumor responses. To illustrate this concept, we

can think of the process of immune response as a big pipeline

with water flow. Normal immune response, in this case, would

be proper drainage. Thus, if the pipeline gets blocked, the flow

would be impaired, and the pipeline would not drain sufficiently.

In this situation, the ‘‘enhancer’’ approach can be illustrated as

an increase in the pressure on the pipeline to overcome deficient

drainage with the associated risk of breaking the pipeline if we

increase the pressure too much. In contrast, the normalizer

approach can be illustrated by strategies that aim to identify

and unlock the blockade to restore the normal flow without risk-

ing the pipeline walls (Figure 2).

Anti-PD therapy is the clearest example of this approach thus

far. Immune inhibitory B7-H1 protein is overexpressed in the

TME leading to an overregulation of tumor-specific effector

T cells, thus creating a locally deficient immune response that

prevents tumor cell destruction. Blocking the B7-H1/PD-1

pathway results in selective repair of this defect and restores im-

mune competence against tumors without leading to a general

immune activation. Taking the B7-H1/PD-1 pathway as an

example, we can illustrate three main principles that explain

why the normalization approach is more suitable to reach anti-

tumor immunity with reduced adverse events.

Targeting a Tumor-Induced Immune EscapeMechanism

Ample evidence indicates that B7-H1/PD-1 is a major counter-

receptor interaction that leads to suppression of immune

responses in both preclinical and clinical settings (Chen and

Han, 2015; Ribas andWolchok, 2018; Zou et al., 2016). Although

either B7-H1 or PD-1 could also interact with other proteins (B7-

H1/B7-1, PD-1/PD-L2), the biological significance of these inter-

actions in humans is not yet fully understood. While T cells are a

primary target for suppression, as shown in the majority of

studies, the PD pathway could also impair the functions of den-

dritic cells (Yao et al., 2009), macrophages (Yao et al., 2009), and
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NK cells (Benson et al., 2010; Huang et al., 2015; Vari et al.,

2018). The PD-1 mediated suppression mechanisms appear to

be complex, including apoptosis, induction of suppressive

cytokines, anergy, exhaustion, and Treg induction (Chen and

Han, 2015; Zou and Chen, 2008; Zou et al., 2016). It is also

evident that B7-H1 could also act as a receptor to transmit an

anti-apoptotic signal to various types of cells, which may be

responsible for the resistance of tumor cells to T cell-mediated

lysis (Azuma et al., 2008; Chin et al., 2018). How these potential

mechanisms contribute to human cancer progression, as well as

new mechanistic insights, are under intensive investigation. The

B7-H1/PD-1 pathway represents the archetypal tumor-adaptive

immune escape mechanism. Upon recognition of tumor anti-

gens, tumor-specific effector T cells upregulate PD-1 and

release IFN-g that induces B7-H1 in tumor and myeloid cells in

the TME. B7-H1 inhibits T cells through PD-1 engagement, inter-

Figure 2. Illustration of the Immune-

Normalization versus Immune-Enhance-

ment Approaches
Using proper flow and drainage of a pipeline as a
comparison for the antitumor immune response.
The flow of the pipeline can be insufficient when a
blockade impairs flow, as the antitumor immune
response can be insufficient when there is an im-
mune impairment. The immune enhancement
approach is illustrated as an increase in flow or
pressure to return to proper function/flow with the
risk of breaking the pipe (adverse effects). In
contrast, the immune normalization approach
would be to identify and try to unblock this specific
blockage and restore the flow.

rupting antitumor T cell attack. This inter-

ruption of the antitumor T cell response

represents a form of local immunodefi-

ciency that allows tumors to escape and

has been termed ‘‘adaptive immune

resistance’’ (Dong et al., 2002, Taube

et al., 2012). This interruption of the anti-

tumor immune response can be restored

by terminating B7-H1/PD-1 pathway

signaling, described first in preclinical

tumor models (Dong et al., 2002). Addi-

tionally, chronic viral infection models

(e.g., hepatitis B virus [HBV] or lympho-

cytic choriomeningitis virus [LCMV])

demonstrated that chronic expression of

B7-H1 is associated with T cell dysfunc-

tion, which can be restored when the

B7-H1/PD-1 pathway is blocked (Barber

et al., 2006). These findings have also

been explored in human chronic viral in-

fections (Gardiner et al., 2013; Gay

et al., 2017). Although ample evidence in-

dicates that chronic viral infection also

utilizes the B7-H1/PD-1 pathway to sup-

press anti-viral immunity, the lessons

learned from these studies are not always

applicable to understanding the B7-H1/

PD-1-mediated tumor escape mechanisms. In contrast to

frequent systemic immune suppression in peripheral organs

and lymphoid organs during viral infection, tumor escape mech-

anisms occur frequently at tumor sites, while immune responses

in peripheral organs, as well as lymphoid organs, are relatively

normal. This may explain, in part, the dichotomy of progressive

tumor growth accompanied with elevated tumor immunity in

blood, indicating that the priming of T cell immune responses

are not impaired, as described above. This led to the second

important principle of the normalization cancer immunotherapy:

selectively modulating immunity in the tumor microenvironment.

Selectively Modulating Immunity in the Tumor

Microenvironment

A major difference of the B7-H1/PD-1 pathway with other im-

mune inhibitory pathways is that B7-H1/PD-1 is minimally active

in non-lymphoid tissues under normal physiological conditions.
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In this regard, B7-H1 protein is not expressed in steady-state

normal human tissues (with the exception of placenta, tonsil,

and a small portion of macrophage-like cells in lung and liver),

although the mRNA of B7-H1 is broadly present in various

normal tissues/cells (Chen and Flies, 2013; Dong et al., 2002;

Petroff et al., 2002). In contrast, this membrane receptor can

be broadly induced by type I and type II IFNs (Lee et al., 2006;

Sanmamed and Chen, 2014) and displayed on the cell mem-

brane of hematopoietic and non-hematopoietic cells within in-

flammatory tissues, including tumoral and virally infected tissues

(Chen and Han, 2015). Because PD-1 is broadly present on

effector memory T cells in peripheral blood and in tumor and

non-tumor lymphoid organs (Gros et al., 2014), the TME-specific

effect of anti-PD therapy is determined by selective expression

of B7-H1 in the TME.

This minimal expression of B7-H1 in non-inflamed tissues en-

sures a TME-selective effect of anti-PD therapy by preventing

damage to normal tissues and allows for a more focused and

precise immune response with less systemic immune activation

(Sanmamed and Chen, 2014). Such minimal systemic toxicity

was demonstrated in early phase I clinical trials with anti-PD

therapywhen amaximum tolerated dosewas not reached during

dose escalation of anti-PD-1 or anti-B7-H1mAbs (Brahmer et al.,

2010, 2012; Topalian et al., 2012). A dose-dependent increase in

toxicity was similarly absent, as the 10-mg/kg dose did not show

a significant increase in the frequency of severe adverse events

when compared with the 1-mg/kg dose (Brahmer et al., 2010,

2012; Topalian et al., 2012).

The tumor-site specificity of the pathway is, therefore, mainly

determined by the localized induction of B7-H1 by IFN-g. In this

manner, B7-H1 expression is often a sign of a local ongoing but

impaired antitumor immune response. Histological analyses

corroborate this concept, as most human tumors show a pattern

of B7-H1 expression that is focal or clustered rather than

diffused and is often co-localized with T cell infiltration (Taube

et al., 2012). It is still not well understood why a soluble cytokine

like IFN-g does not diffuse to a large area of tissues to have a

more profound effect. One possible explanation could be the

broad distribution of IFN-g receptor on various types of cells in

the TME (Bach et al., 1997), which may prevent IFN-g from

traveling further. Additional evidence supporting tumor selec-

tivity of the immune response during anti-PD therapy is the se-

lective expansion and functional improvement of T cells, mainly

at the tumor site, and a lack of correlation between tumor regres-

sion and immune cell activation markers detected in the periph-

eral blood (Das et al., 2015; Herbst et al., 2014). This is in sharp

contrast with enhancement immunotherapies that are often

effective in activating a systemic immune response but show

weak immune activation at the tumor site.

Resetting Immunity in the Tumor Microenvironment

A most-intriguing but less-understood observation in basic and

clinical research in anti-PD therapy is its capacity to reset or

reprogram antitumor immunity in the TME. The B7-H1/PD-1

pathway seems like a ‘‘master switch’’ that determines the fate

of the entire TME in some cancer patients, since manipulation

of a single pathway (the blockade of the B7-H1/PD-1 interaction)

and, in some cases, even with a single dose of anti-PD therapy,

can change from an initially highly suppressive TME to a highly

active inflammatory site. During phase 1 clinical trials with anti-

PD therapy, some patients showed objective tumor shrinkage

with a single dose of anti-PD therapy (Gainor et al., 2016).

Because immune dysfunction or deficiency in the TME are often

multifaceted at the cellular and molecular levels (Zou, 2005; Zou

and Chen, 2008; Zou et al., 2016), these observations are

encouraging and implicate that, at least in some patients,

normalizing a single master pathway is sufficient to trigger the

resetting process, and it is not necessary to correct all defects

in the TME.

From the currently available data, we speculate that the

majority of, if not all, patients with late-stage cancer do not

have systemic immune defects, and their immune systems still

work to continuously provide newly generated effector T cells

into the TME. This constitutes an important immunological ba-

sis for normalization immunotherapy. The TME in late-stage

cancer patients could be considered a hostile work environ-

ment where various tactics of immune evasion mechanisms

have already developed during tumor progression. The mecha-

nisms of action for anti-PD therapy are likely multifaceted,

including restoring functions of those already dysfunctional

T cells, as well as preventing newly arrived effector T cells

from becoming dysfunctional in the TME. These reinvigorated

T cells, upon PD-pathway blockade, and newly arriving immune

cells protected against PD-pathway inhibition may contribute to

the resetting of immune responses in the TME while behaving

as effector cells against tumor cells. An important but less-

understood consequence of this normalization process is the

generation of memory T cells, which are believed to give the

durable antitumor effect of anti-PD therapy. Currently, we do

not know the origin of tumor-antigen-specific memory T cells,

how and why they become memory T cells, and how to modu-

late them. Understanding these issues will determine how and

when we can use these therapies with precision.

The Normalization of Cancer Immunotherapy: The End
of the Beginning
BeyondB7-H1, there arearraysofmolecular pathways that cause

immune defects in the antitumor immune response that can be

targeted to restore the competence of this response. A new clas-

sification system of human cancer, termed tumor immunity in the

microenvironment (TIME) was proposed based on the level of

tumor-infiltrating leukocytes (TILs) and B7-H1 expression levels

in the TME as a road map to search for potential immune defects

that need to be normalized (Sznol and Chen, 2013; Taube et al.,

2012; Zhang and Chen, 2016) (Figure 3). Molecular entities and

mechanisms of these immune defects, once identified and char-

acterized, could be potential targets for normalization immuno-

therapies and should provide an alternative for those patients

that do not respond to anti-PD therapy. Among the potential

different antitumor immunitydefects,wecanbroadly classify can-

cer patients into three categories: (1) defects in the entry and/or

proliferation of immune cells in which there is a lack of significant

TILs in the TME, as indicated in TIME types I and IV, (2) overregu-

lationof activatedTILs, largelydue to theeffectof theB7-H1/PD-1

pathway and potentially other T cell regulatory pathways, indi-

cated as type II, and (3) dysfunctional TILs in the TME due to

suppressionbymolecularpathways (non-B7-H1/PD-1), indicated
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as type III. It is critical to identifywhich antitumor immunedefect is

predominant in each patient, since using the same strategy for

all patients will be inefficient, costly, and wasteful. For instance,

targeting local immune inhibitory pathways like the B7-H1/PD-1

pathway in a patient with a cancer that lacks immune infiltration

may be pointless as a single therapy.

Since we are just starting to understand the complexity of the

TME in the regulation of immune responses, it is obvious that this

TIME classification for human cancer is preliminary, and this may

also raise more questions than answers. For example, in type II

and type III TIME, we do not know which kinds of TIL compo-

nents and other regulatory cells will determine the outcomes

and responses to immunotherapy. In addition to IFNs, are there

any other cytokines and molecular pathways that could regulate

the expression of B7-H1? In types I and IV, what makes the TME

stop the entry of TILs, and what are themechanisms that prevent

the proliferation of TILs? It is unlikely that these human cancer

types do not have sufficient antigens, because our previous

data have shown that among melanomas, which have the high-

est mutation burden of nearly all human cancers, up to 45% fall

into this category (Taube et al., 2012). Extensive studies of the

identification and characterization of molecular pathways and

detailed molecular profiling of the TME may help address these

questions and provide targets for future normalization cancer

immunotherapy.

Challenges in Developing New Normalization Cancer
Immunotherapies
With the success of anti-PD therapy, immune normalization as

an approach for cancer immunotherapy has already shown great

promise. However, there are still quite a few hurdles that hinder

the development of new normalization over enhancement immu-

notherapies. Some of these limitations are conceptual, while

others may be more technical.

Identification of the Dominant Antitumor Immune

Defect

The development of normalization immunotherapy relies on

identifying specific defects in the antitumor immune response.

However, tumor-induced immune defects are highly heteroge-

neous (Schalper et al., 2017). This heterogeneity of immune

defects not only occurs among different patients, but also ex-

tends to different areas in a single tumor lesion. These observa-

tions speak to the importance of identifying which of the immune

defects is the dominant or master switch ultimately facilitating

tumor escape. However, the definition of master switch may

be patient specific and should be functionally demonstrated

based on the capacity to reset the tumor microenvironment

when this is modulated. Selecting the right master switch in

each patient is the real challenge. Currently, the only way to

demonstrate among all immune defects identified in a TME

which factor is dominant is empirically. We then need better

Figure 3. Tumor Immunity in the Microenvironment Classification
Four different TME groups with potential implications for mechanism and therapy have been identified according to B7-H1 (PD-L1) expression and the presence
of TILs in tumor biopsies: (1) B7-H1-negative tumors without TILs, considered immunological ignorant because immune cells do not accumulate at the tumor site,
(2) B7-H1-positive tumors with TILs, considered a paradigm of adaptive resistance of tumors mediated by the B7-H1/PD-1 pathway, (3) B7-H1-negative tumors
with TILs, considered a situation of tolerance because TILs are present, but they do not induce B7-H1 expression in the tumor microenvironment through IFN-g
production, and (4) B7-H1-positive tumors without TILs, considered as a scenario of intrinsic induction of B7-H1 expression in tumor cells through oncogenic
pathways that may be susceptible to be targeted. Groups 1, 3, and 4 can be converted into group 2 through different strategies, synergizing with the action of
anti-PD therapies that are more effective in the presence of TILs and B7-H1 expression.
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in vivo models to characterize the dominance of the different

immune pathways in a patient TME and the effect of their mod-

ulation. Humanized mouse models or explant 3D culture models

may provide support in this way (Jenkins et al., 2018; Sanmamed

et al., 2016; Zitvogel et al., 2016).

Technological Difficulties to Study Immune Defects in

the TME

Similar to the B7-H1/PD-1 pathway, many other immuno-

suppressive mechanisms that favor tumor progression occur in

the local TME. One major challenge to characterize these mech-

anisms will be the capacity to evaluate immune responses at the

TME level, requiring sequential tumor tissue collection and ana-

lyses. This is distinct from enhancement immunotherapies,

whose systemic effects can be more readily monitored largely

via blood analysis. Tumor tissue analysis represents a tremen-

dous technical challenge, as sequential biopsies in cancer

patients are not always possible, and most samples obtained

are tiny and have large areas of necrosis.

The study of these immune defects requires the use of tech-

nology that can perform single-cell analyses with high phenotyp-

ical resolutions. New platforms such as single-cell sequencing,

mass cytometry, and in vivo imaging techniques (e.g., PET imag-

ing) may help uncover the complexity of the TME (Burel et al.,

2016). With rapid progress in the identification and characteriza-

tion of various immune defects in the TME, a future challenge will

be how to identify among the multiple immune inhibitory path-

ways one or few that are dominant in a specific patient to decide

on the best therapeutic approach.

The Principles to Combine Other Therapeutics with
Anti-PD Therapy
Anti-PD therapy as a representative of an immune normalization

approach has an inherent and significant advantage in the

context of its broad therapeutic effect and minimal toxicity,

which facilitates its use in combinatorial treatment. While combi-

nation therapy represents a popular, current strategy for the

treatment of cancer, this strategy is largely driven by a mix of

demands in clinical cancer care, corporate finance, and market

competition with limited or modest scientific rationales.

Currently, >1,500 clinical trials are ongoing that combine anti-

PD therapy with nearly all available cancer therapeutics,

including chemotherapy, radiotherapy, oncolytic virus, targeted

therapy, and other immunotherapies (Tang et al., 2018). How-

ever, many of these clinical trials are not designed based on

the basic principles of anti-PD therapy, and some of them may

even impair the effects of anti-PD therapies. The future direction

of combination cancer immunotherapies should mainly be

guided by science. For example, a minimal requirement for a

successful combination with anti-PD therapy should be chosen

based on the biology of the pathway. It is important to keep in

mind that our main driving force here is immune cells—specif-

ically effector T cells and memory T cells, for which survival

and activation of effector T cells in the TME and the generation

of memory T cells for long-term effect need to be respected

and potentiated. We will not cover all ongoing combinatorial

approaches here, because it is beyond the scope of our

Perspective, but we will mention some examples for consid-

eration.

Combination with Radiotherapy and Chemotherapy

Radiotherapy may potentially destroy valuable tumor-specific

T cells present in the tumor tissue, whereas it would be safer

to perform local radiotherapy in those tumors without tumor-

infiltrated T cells at the moment of starting radiotherapy (TIME

classification types I and IV). Similarly, some chemotherapy

drugs may also damage the function of effector T cells in the

TME, which may lead to a less-than-additive effect of the combi-

nation therapy. In this case, a sequential treatment, rather than

combination therapy, may be a better approach, since immuno-

therapy treatments may promote tumor-specific T cell prolifera-

tion while we are providing cytotoxic agents that target critical

processes for cell division. Furthermore, currently, it is unknown

whether or not radiotherapy or chemotherapy can affect the

generation of memory T cells, which is the holy grail of adaptive

immunity and may directly determine the durability of immuno-

therapy. This issue should also be addressed in the future. In

the context of this concern, overall survival may be a better

indicator than tumor response rate to appraise the impact of tu-

mor-specific memory formation. It is encouraging that anti-PD

therapy plus chemotherapy showed an improved overall sur-

vival over chemotherapy alone during a short period of time

(1–2 years) (Gandhi et al., 2018). It is more important to compare

this combination therapy with anti-PD therapy alone, as well as

the evaluation of the generation of memory T cells, a major force

for durable immune responses.

Combination with Local Therapies

Direct injection of various biological and chemical agents into

tumors as an approach for cancer therapy has a longstanding

history with William B. Coley’s efforts in the late 19th century (Az-

nar et al., 2017; Marabelle et al., 2017). These agents include but

are not limited to TLRs, RIG-I-like receptor (RLR) agonists,

STING pathway modulators (Corrales et al., 2016; Li et al.,

2017), and oncolytic viruses (Lawler et al., 2017). Local therapies

are believed to (1) trigger innate immunity so as to initiate adap-

tive immunity, (2) induce death of tumor cells, which could make

more tumor antigens available to the immune system, and (3)

generate a more inflammatory environment, which may support

a better T cell response. These therapies can induce the regres-

sion of injected and distal tumors in experimental models. Very

promising results have been reported in clinical trials with local

injection of oncolytic viruses in melanoma lesions (Tang et al.,

2018) and brain tumors (Desjardins et al., 2018; Lang et al.,

2018). The roles of local therapies in long-term survival and the

regression of distal metastases remain to be studied in the clinic.

Furthermore, some fundamental questions on the immunolog-

ical effect of these approaches in the patients’ TMEs remain to

be fully characterized. In normal tissue, these local therapies

could generate potential innate immunity, which helps initiate an-

tigen-specific responses. However, in the TME, various tumor

escaping mechanisms may impair antigen-specific responses,

explaining infrequent objective response rates observed in the

clinic using these therapies alone. In the context of these obser-

vations, it seems reasonable to combine local therapies with

anti-PD therapy to neutralize the immunosuppressive mecha-

nisms developed in the TME as long as the B7-H1/PD-1 pathway

is one of the major immunosuppressive mechanisms. It is also

possible that this combination may deviate the T cell response
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against viral antigens instead of tumor antigens due to possible

immunological dominancy by anti-PD therapy (Martı́nez-Usa-

torre et al., 2018; Chen et al., 2018). Local treatment, on the other

hand, has shown to be an effective approach to increase T cell

infiltration into tumors. Recently, some promising results were

published that illustrated the synergistic effect of local virother-

apy as a way to increase tumor T cell infiltration and synergize

with anti-PD therapy (Ribas et al., 2017).

Combination with Targeted Therapies

The combination between anti-PD therapy and targeted thera-

pies (antibody or small molecules) has been explored extensively

in animal models and currently in the clinic (Hughes et al., 2016;

Vanneman and Dranoff, 2012). While these therapies are not

capable of achieving durable, complete responses as single

agents, in most cases, they are useful at inhibiting tumor growth

and changing or even resetting the TME. It is possible that rapid

lysis of tumor cells by targeted therapies generates an acute

inflammation environment that may boost tumor immunity. It

could not be excluded that in this context, B7-H1 may be upre-

gulated. If this is the case, the combination of target therapies

and anti-PD therapy seems reasonable, since at least an additive

effect is expected. Target therapies, however, should be chosen

carefully to avoid intrinsic metabolic and activation pathways

that are required for TILs’s proliferation and survival. Also, path-

ways required for tumor-specific T cell memory formation should

be considered.

Combination with Adoptive Cell Therapies

One of the reasons that adoptive cell therapy fails in some

patients could be the suppression of transferred activated

T cells when they enter the TME. Before adoptive transfer,

T cells are activated in vitro, leading to PD-1 expression. Acti-

vated effector T cells upon tumor-antigen recognition in the

TME can rapidly release IFN-g; therefore, B7-H1 upregulation

is expected, although this needs to be validated in the clinic.

Therefore, as long as in vitro activated T cells can arrive in the

TME, TILs and anti-PD therapy may represent an attractive

direction for future cancer immunotherapy.

Combination with Other Immunotherapies

Currently, there are multiple immunotherapies under develop-

ment that could be combined with anti-PD therapy. These

potential combinations have been reviewed elsewhere (Melero

et al., 2015; Smyth et al., 2016). To select the immunotherapy

strategies most likely to succeed by combining with anti-PD

therapies, some aspects need to be considered. First, as was

explained in the principles section above, a favorable

response-to-toxicity ratio of anti-PD therapy is attributed to

the selective expression of B7-H1 in the TME, with minimal

expression in normal tissues in the steady state. However, ther-

apies that promote inflammation in normal tissues may trigger

an anti-PD therapy effect out of the TME, losing this favorable

response-to-toxicity ratio. An example is the combination with

anti-CTLA-4 mAb. CTLA-4 mAbs, as we reviewed before, as

a single therapy show more frequent irAEs than objective tumor

responses. These irAEs in non-tumoral tissues can be amplified

by anti-PD therapy (Larkin et al., 2015), which could explain

why anti-CTLA-4 plus anti-PD therapy shows a synergistic

toxic effect but an additive antitumor effect. Immunotherapies

with a more selective treatment in the TME but a different

mechanism of action (e.g., targeting myeloid cells or other im-

mune escape mechanisms) may be better immunotherapy

partners to be combined with anti-PD therapy. It is important

to have a better understanding of how T cell memory formation

is developed and collaborated to not only achieve strong

effector T cell responses, but also to build strong T cell memory

that ensures a long-lasting immune response.

An ideal scenario for combination therapy is synergism, which

is commonly formulated as ‘‘1 + 1 > 2.’’ Without such a synergis-

tic effect with two or more drugs, sequential use of these drugs

may achieve the same goals. With an understanding of the

mechanisms and limitations of anti-PD therapy, it is ideal that

the TIME classification type I, type III, and type IV tumors be

treated differently, with a goal to convert them to type II tumors.

In this case, these treatments are likely to synergize with anti-PD

therapy, since anti-PD therapies are most likely to be effective in

the presence of TILs and B7-H1 expression. Therefore, a future

effort would be to carefully analyze the defects of the antitumor

immune response for each patient with a set of biomarkers

and design a rationale for an effective combinatorial treatment

that will achieve a potential synergistic efficacy. For instance,

types I and IV will require strategies that increase the trafficking

of T cells into the TME, while type III will require strategies to

break TIL tolerance or reversal of TIL dysfunction (Figure 3).

Concluding Remarks
Cancer immunotherapy is undergoing an important transition

from traditional immune enhancement approaches that activate

systemic immune responses based on general knowledge of

immune-activation processes to a more effective and less toxic

treatment of immune normalization that targets the tumor micro-

environment based on tumor-induced immune escape mecha-

nisms. Anti-PD therapy has set an example that it is possible

to increase the antitumor effect while minimizing irAEs. These re-

sults set a new standard in the field of cancer immunotherapy,

and we believe that future cancer immunotherapy should aim

not only to boost antitumor immunity, but also to understand

the specific defects in tumor immunity and then normalize

them to selectively modify a specific type of antitumor response

in the right location rather than exacerbate a systemic immune

response with the risk of increased irAEs. Our analyses reveal

multiple principles that are fundamental and essential for the

success of anti-PD therapy. Therefore, a simplistic description

of the B7-H1/PD-1 pathway as another ‘‘immune checkpoint’’

may deviate our efforts to target those pathways that have low

therapeutic value. The principles we have learned from the

immunology of the B7-H1/PD-1 pathway and the development

of anti-PD therapy will lead us to design more effective normali-

zation cancer immunotherapies, allowing for optimal combinato-

rial therapies and to extend the frontiers of more successful

cancer treatment.
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The lysosomal degradation pathway of autophagy plays a fundamental role in cellular, tissue, and
organismal homeostasis and is mediated by evolutionarily conserved autophagy-related (ATG)
genes. Definitive etiological links exist between mutations in genes that control autophagy and
human disease, especially neurodegenerative, inflammatory disorders and cancer. Autophagy
selectively targets dysfunctional organelles, intracellular microbes, and pathogenic proteins, and
deficiencies in these processesmay lead to disease. Moreover,ATG genes have diverse physiolog-
ically important roles in othermembrane-trafficking and signaling pathways. This Review discusses
the biological functions of autophagy genes from the perspective of understanding—and poten-
tially reversing—the pathophysiology of human disease and aging.

Introduction
A decade has elapsed since our 2008 Review in Cell, ‘‘Autoph-

agy in the Pathogenesis of Disease’’ (Levine and Kroemer,

2008). During this period, more than 33,000 new articles related

to autophagy were published, a Nobel prize was awarded for the

discovery of the molecular mechanisms of autophagy (Levine

and Klionsky, 2017; Mizushima, 2018), and considerable interest

has emerged in autophagy modulation as a potential target in

clinical medicine (Galluzzi et al., 2017a).

The fundamental concepts discussed in our 2008 Review

(Levine and Kroemer, 2008) remain unchanged. The lysosomal

degradation pathway of macroautophagy (herein referred to as

autophagy) plays a crucial role in cellular physiology, including

adaptation to metabolic stress, removal of dangerous cargo

(e.g., protein aggregates, damaged organelles, intracellular

pathogens), renovation during differentiation and development,

and prevention of genomic damage. Generally, these and other

functions protect against numerous diseases, including infec-

tions, cancer, neurodegeneration, cardiovascular disorders,

and aging (Mizushima and Komatsu, 2011). Under certain cir-

cumstances, autophagy may be detrimental either via its pro-

survival effects (such as in cancer progression [Amaravadi

et al., 2016]) or via possible cell-death-promoting effects (Mariño

et al., 2014a).

Over the past 10 years, significant progress has been made in

understanding the molecular mechanisms of autophagy, the

regulation of autophagy, and the effects of autophagy on physi-

ology and pathophysiology (Dikic and Elazar, 2018; Galluzzi

et al., 2014; Mizushima, 2018). New major conceptual advances

underscore the plurality of functions of the autophagic core ma-

chinery in various membrane-trafficking and signaling events

(Cadwell and Debnath, 2018) and delineate the exquisite

specificity with which autophagy targets selected cargo for

degradation (Gatica et al., 2018). These advances, together

with discoveries in human genetics linking autophagy-related

(ATG) gene mutations to specific diseases (Jiang and Mizush-

ima, 2014; van Beek et al., 2018), provide a multidimensional

perspective of mechanisms by which ATG gene-dependent

pathways protect against mammalian disease.

Herein, we review selected highlights of the past decade of

research on the biological functions of autophagy genes, primar-

ily from a perspective of understanding and treating human

disease.

Autophagy and Other Autophagy Gene-Dependent
Pathways
The original scientific definition of autophagy (Greek, ‘‘self-

eating’’) is the delivery of cytoplasmic cargo to the lysosome

for degradation. There are at least three distinct forms of auto-

phagy—chaperone-mediated autophagy, microautophagy, and

macroautophagy—that differ in terms of mode of cargo delivery

to the lysosome. Macroautophagy is the major catabolic

mechanism used by eukaryotic cells to maintain nutrient homeo-

stasis and organellar quality control. It is mediated by a set of
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evolutionarily conserved genes, the ATG genes (Klionsky et al.,

2003), originally discovered in yeast genetic screens (Mizushima,

2018). With a few exceptions, all ATG genes are required for the

efficient formation of sealed autophagosomes that proceed to

fuse with lysosomes.

In higher eukaryotes, many ATG genes functionally diversified

to facilitate delivery of extracellular cargo to the lysosome, to

promote the plasma membrane localization or extracellular

release of intracellular cargo, and to coordinate intracellular

communication with various cell-signaling pathways (Figure 1).

These other functions are not, sensu stricto, autophagy and,

accordingly, will be referred to as ATG gene-dependent path-

ways. There are broad implications of ATG gene functions in

different membrane-trafficking and signaling pathways for

mammalian cell biology, physiology, and disease.

Degradative Autophagy: The ‘‘Raison d’Être’’ of

Autophagy Genes

The originally discovered function of ATG genes is to orchestrate

andmediate the formation of double-membraned structures that

deliver intracytoplasmic contents to the lysosome for degrada-

tion. This process is conserved in all eukaryotic organisms, oc-

curs at basal levels in nearly all cell types, and is increased by

diverse intracellular and extracellular cues. It is essential for

cellular homeostasis, cellular protein and organelle quality con-

trol, and organismal adaptation to environmental stress. These

principles are firmly supported by nearly 2 decades of studies

involving genetic ablation of the autophagy machinery in diverse

eukaryotic species (Levine and Kroemer, 2008; Mizushima and

Komatsu, 2011).

This lysosomal degradation pathway is usually described as

involving a set of �16–20 core conserved ATG genes. The

ATG proteins encoded by these genes are traditionally classified

into distinct biochemical and functional groups that act at

specific stages of autophagosome initiation or formation. In

this scheme (see other recent reviews for details [Dikic and

Elazar, 2018; Yu et al., 2018]), the ULK1 serine threonine

kinase complex (involving ULK1, FIP200, ATG13, and ATG101)

plays a major role in autophagy initiation, phosphorylating

multiple downstream factors. Two distinct Beclin 1/class III

phosphatidylinositol 3-kinase (PI3KC3) complexes generate

phosphatidylinositol 3-phosphate (PI3P) to act in autophago-

some nucleation (PI3KC3-C1 involving Beclin 1, VPS34,

VPS15, and ATG14) or endolysosomal and autophagolysosomal

maturation (PI3KC3-C2 involving Beclin 1, VPS34, VPS15, and

UVRAG). Vesicles containing ATG9A, the only transmembrane

core ATG protein, supply membrane to autophagosomes.

WIPI (WD repeat domain phosphoinositide-interacting) proteins

and their binding partners, ATG2A or ATG2B, function in early

stages of membrane elongation at the site of PI3P generation.

Autophagosome membrane expansion and completion involves

two ubiquitin-like protein conjugation systems: the Ub-like

ATG12 conjugates with ATG5 and ATL16L1 and the Ub-like

LC3 subfamily (ATG8 in yeast) conjugates with membrane-resi-

dent phosphatidylethanoloamine (PE). Unlike in yeast, the

ubiquitin-like protein conjugation systems are not essential for

autophagosomal membrane completion in mammalian cells,

although they determine the efficiency of the process (Tsu-

boyama et al., 2016).

This classification of the ATG proteins has provided a useful

framework for studying and understanding autophagy. However,

its apparent simplicity is at variance with extensive data indi-

cating a highly complex level of interconnectivity among the

ATG proteins and newly described functions of ATG proteins

at different stages of autophagy. Based on unbiased proteomic

analyses, most ATG proteins interact with other ATG proteins

that reside outside of their ‘‘classic’’ functional complex (Beh-

rends et al., 2010). Experimentally, some of these interactions

are known to be important for autophagosome formation. For

example, FIP200 (a member of the ULK1 kinase complex) inter-

acts with ATG16L1 to properly target it to the isolation

membrane (also known as the phagophore) of the nascent auto-

phagosome (Nishimura et al., 2013). ATG14 (a component of the

autophagy-specific PI3KC3-C1 complex) also functions in

SNARE-driven membrane fusion (Diao et al., 2015). Similarly,

Atg13 (a component of the yeast Atg1/mammalian ULK1 kinase

complex) interacts with Atg9 to recruit Atg9 vesicles to the pre-

autophagosomal structure (Suzuki et al., 2015). The broader

interconnectivity and functional multiplicity of core autophagy

proteins in autophagosomal biogenesis requires further elucida-

tion. Moreover, as indicated by a recent conditional genetic in-

teractions study using diverse yeast –omics datasets (Kramer

et al., 2017), new systems biology approaches will likely identify

additional genes required for autophagy, especially those that

may function in a stimulus-dependent, cell-type-dependent, or

species-specific manner.

The core ATG proteins, conserved from yeast to humans, are

necessary but not sufficient for degradative autophagy. The

degradation of autophagosomal cargo cannot proceed without

successful fusion to an available and functional lysosome.

Research in the past decade has unmasked some of the key fac-

tors required for lysosomal biogenesis (Settembre et al., 2013b),

autophagolysosomal fusion (Yu et al., 2018), lysosomal function

during autophagy (Shen and Mizushima, 2014), and autophagic

lysosome reformation (Chen and Yu, 2017). Adenoviral-medi-

ated gene delivery of TFEB, a master transcriptional regulator

of lysosomal biogenesis, improves outcomes in various rodent

disease models, including Parkinson’s disease, lysosomal stor-

age disorders, tauopathies, a1-antitrypsin deficiency, and he-

patic hyperammonemia (Napolitano and Ballabio 2016; Soria

et al., 2018). Autophagolysosomal fusion requires changes in

lysosomal pH, certain cytoskeletonmotor proteins (dynein), teth-

ering factors (the HOPS complex, the Rab GTPase, RAB7),

SNARE proteins (the Q-SNARE, syntaxin 17 on autophago-

somes that interacts with R-SNARE proteins, SNAP29, and

VAMP8 on endosomes/lysosomes), phospholipids, and mem-

bers of the LC3/GABARAP family (Kriegenburg et al., 2018)

that are bridged to tethering factors or SNARES by adaptor pro-

teins. Screens in C. elegans identified novel metazoan-specific

genes required for fusion steps in degradative autophagy (Tian

et al., 2010). One example relevant to human disease is EPG5,

which encodes a RAB7 effector. Autosomal recessive mutation

of EPG5 results in Vici syndrome, a neurodevelopmental and

multisystem disorder (Table 1). Mutations in genes that regulate

lysosomal acidification such as ATP6AP2 and presenilin 1 are

associated with X-linked Parkinsonism and Alzheimer’s disease

(Table 1). Thus, we must consider regulators of lysosomal
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Figure 1. Autophagy Gene-Dependent Membrane-Trafficking Pathways
Shown are schematic illustrations of different membrane-trafficking pathways that involve autophagy (ATG) proteins (green ovals). See text for explanations of
each pathway and a discussion of their physiological functions. See Table 1 for examples of genetic mutations that impair autophagy-related pathways that are
associated with human disease. The major type of autophagy, macroautophagy, is labeled as ‘‘classical degradative autophagy’’ to distinguish it from other
trafficking pathways that utilize overlapping ATG proteins. Due to space limitations, not all ATG proteins, proteins involved in vesicle fusion, or secretary cargo are
depicted. PM, plasma membrane. LC3-II (green circle) is the phosphatidylethanolamine-conjugated form of the autophagy protein LC3.
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biogenesis, the fusion machinery, and determinants of lyso-

somal function in our efforts to decipher howdeficient autophagy

leads to disease and how autophagy can be regulated to prevent

or treat disease.

Beyond Self-Eating: Autophagy Genes Function in

Phagocytosis

Several core ATG genes function in a process that shares

some similarities with autophagy but involves digestion of un-

wanted extracellular (rather than intracellular) material. During

this process, termed LC3-associated phagocytosis (LAP), sin-

gle-membraned macroendocytic vacuoles (macropinosomes,

phagosomes, and entotic vacuoles) engulf extracellular cargo

(such as bacteria, dead cells, or live cells), become decorated

by lipidated LC3, and are directed to the lysosome for degrada-

tion (Cadwell and Debnath, 2018; Heckmann et al., 2017). LAP is

distinguished from autophagy by fourmain features: (1) the origin

of the vacuolar contents (extracellular versus intracellular), (2) the

requirement of cargo engagement of an extracellular receptor for

activation, (3) the type of membrane that fuses with the lysosome

(single membrane versus double membrane), and (4) the utiliza-

tion of a subset versus all the core ATG proteins. LAP requires

NADPH-oxidase (NOX2) to generate reactive oxygen species

(ROS), certain components of the Beclin 1/VPS34 complexes,

PI3P generation, LC3-conjugation to the single membrane of

the phagosome, and all components of the LC3 conjugation

machinery (Martinez et al., 2011, 2015; Sanjuan et al., 2007).

However, it does not require other core ATG proteins, such as

components of the ULK1 complex or the autophagy-specific

Beclin 1/VPS34 complex component, ATG14. Somewhat enig-

matically, LAP requires Rubicon, an inhibitory component of

the autophagy-specific Beclin 1/VPS34 complex. The precise ef-

fects of LC3 decoration of phagosomes on their fusion with lyso-

somes and on lysosomal function are unknown. The presence of

LC3 on phagosomesmay enhance efficiency of phagolysosomal

maturation, perhaps through amechanism similar to that of LC3/

GABARAP family members in autophagolysosomal maturation.

LAP was originally described in murine macrophages during

phagocytosis of particles that engage Toll-like receptors (TLRs)

(Sanjuan et al., 2007) and is involved in type I interferon (IFN)

secretion in response to DNA immune complexes and other

TLR9 ligands (Hayashi et al., 2018; Henault et al., 2012). Physio-

logically important functions of LAP have been identified by

comparing phenotypes of mice with myeloid-specific deletion

of LAP-specific genes (e.g., Rubicon or NOX2) and autophagy-

specific ATG genes (e.g., FIP200 or Atg14). LAP is required for

degradation of photoreceptor outer segments by retinal pigment

epithelium (RPE), a process necessary for intact vision (Kim

et al., 2013b). LAP is induced by the fungus A. fumigatus and

the intracellular bacterium L. monocytogenes and enhances

host defense against these pathogens (Gluschko et al., 2018;

Martinez et al., 2015). Mice lacking several components of the

LAP pathway develop an autoimmune systemic lupus erythema-

tosus (SLE)-like disease, perhaps due to a defect in the clear-

ance of dying cells that triggers enhanced proinflammatory

signaling and autoantibody production (Martinez et al., 2016).

Given the crucial roles of receptor-activated phagocytosis in

human physiology, it is likely that LAP, like classical autophagy,

will emerge as an important pathway in human disease. While

the two pathways utilize overlapping genetic machinery, a crit-

ical distinction renders them antagonistic. Specifically, Rubicon

is required for LAP but suppresses autophagy, and recent

studies confirm a mutually inhibitory relationship between LAP

and autophagy in photoreceptor degradation in RPE cells (Mu-

niz-Feliciano et al., 2017). It is not clear why these two pathways

are counter-regulated; possibly, cells may need to shut off the

alternative pathway during stress to avoid competition for over-

lapping resources (Muniz-Feliciano et al., 2017). At a mecha-

nistic level, it is uncertain how Rubicon functions to promote

Beclin 1/VPS34 kinase activity at the phagosome (Martinez

et al., 2015) but inhibit it at other organellar sites (Matsunaga

et al., 2009). Interestingly, the WD repeat-containing C-terminal

domain of ATG16L1 is essential for LC3 recruitment to endolyso-

somal membranes in LAP but dispensable for canonical auto-

phagy (Fletcher et al., 2018), illustrating another difference in

the molecular roles of an ATG protein in autophagy and LAP.

The genetic overlap and mutual antagonism of LAP and auto-

phagy have practical implications for autophagy-targeted thera-

pies. Theoretically, specificity in autophagy induction might be

enhanced by activating the ULK1 complex rather than down-

stream shared nodes in autophagy and LAP (although the

ULK1 kinase complex may have substrates outside of autoph-

agy). The appeal of targeting Rubicon—a negative regulator of

autophagy whose knockout in mice has beneficial effects (e.g.,

improved high-fat-diet-induced hepatic steatosis [Tanaka

et al., 2016] and increased cardiac protection during lipopoly-

saccharide-induced sepsis [Zi et al., 2015])—may be tempered

by potential adverse effects of LAP inhibition, such as increased

susceptibility to fungal diseases and autoimmunity. Further-

more, treatments that target shared ATG proteins may result in

unpredictable effects on each pathway, assuming that these

proteins are rate-limiting and that the two pathways compete

for access to these shared core ATG proteins.

The identification of LAP as a lysosomal degradation pathway

that utilizes certain core ATG genes requires us to adopt a

wider interpretative lens for studies of mice with deletions of

these genes. Does deficient LAP versus deficient autophagy

contribute to pathological phenotypes in mice with whole-body

or tissue-specific deficiency of genes such as beclin 1, ATG5,

ATG7, or ATG16L1? To what extent does increased autophagy

versus decreased LAP contribute to Rubicon knockout pheno-

types? Do the genome-wide association study links between

polymorphisms in some of these genes and diseases that involve

disordered immune regulation (such as asthma, SLE, and inflam-

matory bowel disease) (see Table 1) suggest a role for altered

LAP in their pathogenesis? The observation that a deficiency of

LAP-associated (but not of non-LAP-associated) ATG genes re-

sults in a SLE-like syndrome inmice (Martinez et al., 2016) under-

scores the importance of this question. Specific molecular

markers to distinguish LAP from autophagy in both animal

models and human disease are needed.

Beyond Lysosomal Degradation: Autophagy Genes

Function in Secretion and Exocytosis

ATG genes are used not only for targeting intracellular cargo to

the lysosome for degradation but also for pathways that involve

the targeting of intracellular cargo to either the plasma mem-

brane or extracellular environment (Figure 1). Generally, these
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pathways have been grouped under the umbrella term ‘‘secre-

tory autophagy’’; however, as the ‘‘phagy’’ part is missing from

the process, we prefer the more linguistically precise term of

ATG gene-dependent secretion. There are many different types

of ATG gene-dependent secretion (reviewed elsewhere from a

cell biology perspective [Cadwell and Debnath, 2018]), but the

mechanisms governing most of these processes are not well un-

derstood. Here, we focus on these pathways as they may relate

to mammalian physiology and disease.

Unconventional secretion involves the extracellular release of

proteins that lack amino-terminal signal peptide leader se-

quences and bypass ‘‘conventional’’ transit through the endo-

plasmic-reticulum (ER)-Golgi apparatus to reach the plasma

membrane. A role for ATG proteins (Atg1/5/6/7/8/9/12/17) in

this process was first discovered in yeast secretion of the acyl-

CoA-binding protein, Acb1 (Duran et al., 2010; Manjithaya

et al., 2010). In mammalian cells, unconventional secretion of

leaderless proteins, such as the pro-inflammatory cytokines pro-

cessed by the inflammasome, IL-1b and IL-18, also require the

autophagy protein, ATG5 (Dupont et al., 2011). The precise

mechanisms underlying ATG gene-dependent unconventional

secretion remain unclear. It is not certain whether targets are

captured in an autophagosomal lumen (Dupont et al., 2011)

and/or the intermembrane space between the doublemembrane

of the autophagosome (Zhang et al., 2015b), nor is it certain how

targets are delivered to and released from the plasma mem-

brane. Autophagosome-like vesicles containing IL-1b bypass

syntaxin 17-dependent fusion with lysosomes and instead use

specific SNAREs and syntaxins involved in vesicle fusion with

the plasma membrane for cargo secretion (Kimura et al., 2017).

A function of ATG genes in secretion of pro-inflammatory me-

diators (and more broadly, other leaderless proteins) could have

vast importance for inflammatory disorders and a wide range of

other diseases. However, it is currently difficult to assess the

physiological importance of ATG gene-dependent secretion of

IL-1b and IL-18 in vivo, as macrophage (or hematopoietic cell)-

specific deletion ofAtg5, Atg16l1, andAtg7 in mice is associated

with increased, rather than decreased, levels of IL-1b and IL-18

production (Kimmey et al., 2015; Martinez et al., 2016; Saitoh

et al., 2008). These findings may reflect basal functions of ATG

genes in the negative control of inflammasome activation

(Zhou et al., 2011), whereas the ATG gene-dependent secretion

of pro-inflammatory mediators may be unmasked during certain

stress conditions, such as inflammasome activation triggered by

lysosomalmembrane damage (Kimura et al., 2017). The possibil-

ity of an autophagy-dependent secretome in vivo warrants

further investigation and may lead to the identification of proteo-

mic signatures of autophagy activation as clinically useful serum

biomarkers. Theoretically, autophagy-inducing therapies might

lead to untoward effects via the unconventional secretion of

pro-inflammatory mediators or other pathogenic proteins.

Perhaps the best-established link between ATG gene-depen-

dent secretion andmammalian physiology and disease relates to

the exocytosis of secretory granules and lysosomes. Notably,

human genome-wide association studies that revealed a poly-

morphism in a core ATG gene, ATG16L1T300A, as a major risk

allele for Crohn’s disease (Barrett et al., 2008) spurred the dis-

covery of a fundamental role for the ATG protein conjugationma-

chinery in secretory granule exocytosis (Cadwell et al., 2008). In

mice, hypomorphic expression of Atg16l1, Atg16l1T300A knockin

mutation; Paneth cell-specific deletion of Atg16l1, Atg5, or Atg7;

or whole-body deletion of Atg4b results in abnormal granule

morphology and a defect in granule exocytosis and lysozyme

secretion by Paneth cells (Bel et al., 2017; Cabrera et al., 2013;

Cadwell et al., 2008; Lassen et al., 2014), a specialized ileal

epithelial cell type that controls the intestinal microbiota by

secreting lysozyme and antimicrobial peptides. Similar defects

in Paneth cell morphology are observed in patients with (but

not thosewithout) the ATG16L1T300ACrohn’s disease risk allele

(Cadwell et al., 2008). The precise membrane-trafficking mecha-

nisms by which ATG proteins facilitate secretory granule exocy-

tosis in Paneth cells or other cell types remain unknown. Howev-

er, a recent study indicates that lysozyme is localized in large

LC3-positive vesicles in Paneth cells from wild-type but not

Atg16l1T300A mice (Bel et al., 2017). Thus, in a manner similar

to autophagosome-like vesicles involved in unconventional pro-

tein secretion, secretory granules may be earmarked for exocy-

tosis by the presence of LC3 on their surface.

A related, but topologically distinct, link between autophagy

and secretory lysosome exocytosis was uncovered in another

specialized type of secretory cell, the osteoclast. Osteoclasts

resorb bone by a mechanism that involves secretory lysosome

fusion with bone-apposed plasma membrane composed of

ruffled borders, with the discharge of matrix-degrading mole-

cules into the site of osteal degradation. In mice, the ATG protein

conjugation machinery and the Rab GTPase, Rab7, are essential

for generating an LC3-labeled ruffled border, cathepsin K

release, and normal bone resorption (DeSelm et al., 2011), thus

indicating a role for ATG genes in mediating polarized secretion

of lysosomal contents to the extracellular space. In this scenario,

the plasmamembrane, not the secretory lysosome, is labeled by

LC3. Thus, during secretion, the ATG protein conjugation ma-

chinery and resulting lipidated LC3 can function either in the for-

mation of normal secretory granules that properly fuse with the

plasma membrane or in the creation of a specialized plasma

membrane that fuses with secretory lysosomes.

The predicted clinical outcome of defects inATG gene-depen-

dent osteoclast functions would be osteopetrosis, a disease

marked by abnormally dense bone. Consistent with this predic-

tion, mutations in PLEKHM1, a Rab7 effector, and the v-ATPase

a3 subunit involved in lysosomal acidification are each associ-

ated with osteopetrosis in patients (Stenbeck and Coxon,

2014). In contrast, aging, which is associated with reduced

autophagy in most cell types (Hansen et al., 2018), is accompa-

nied by osteopenia and osteoporosis in mice and humans. This

may reflect the roles of ATG genes in other cell types in the bone

that favor bone growth and normal bone density, including pro-

tection against ER and oxidative stress in osteoblasts and oste-

ocytes (Li et al., 2018b; Liu et al., 2013a; Onal et al., 2013) and

maintenance of the proper function of bone mesenchymal

stem cells (Ma et al., 2018). Thus, studies in bone represent an

elegant example of how the autophagic machinery can exert

different specialized functions in distinct cell types within a given

organ—functions that may have opposite effects (such as bone

resorption and bone formation)—to orchestrate overall tis-

sue homeostasis. As osteopenia/osteoporosis and associated
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skeletal fractures are a major cause of morbidity and mortality in

aging humans, this area warrants further investigation as a po-

tential clinical target for autophagy upregulation.

Numerous other defects in protein secretion in ATG gene

knockout mice have been described, although it is unclear

whether they reflect a direct role for ATG genes in autophagy-in-

dependent trafficking or more indirect consequences of auto-

phagy deficiency on secretory processes. These include defects

in the assembly and secretion of octogonial core proteins,

which lead to abnormalities in vestibular development (Mariño

et al., 2010) and defects in pancreatic b cell insulin granule

morphology and secretion (Watada and Fujitani, 2015), melano-

genesis and pigmentation (Ganesan et al., 2008), and mucus

secretion of airway epithelial cells and intestinal goblet cells

(Patel et al., 2013).

Accumulating evidence suggests that ATG proteins also have

pleiotropic effects on the cellular release of exosomes, a process

that is mediated by fusion of the multivesicular body (MVB) with

the plasma membrane (Baixauli et al., 2014; Hessvik and Llor-

ente, 2018). Autophagy induction can prevent—whereas ATG

gene silencing or pharmacological inhibition can increase—

extracellular release of exosomes, including those containing

pathogenic protein cargoes, such as a-synuclein (Fussi et al.,

2018), prions (Abdulrahman et al., 2018), and amyloid precursor

protein (Miranda et al., 2018). This regulatory mechanism is pre-

sumed to involve MVB fusion with autophagosomes, thereby di-

verting MVB transport away from the plasma membrane.

Increased exosome release in the setting of impaired autophagy

may function as an alternative quality-control pathway to main-

tain cellular homeostasis andprevent cell deathdue toproteotox-

icity. However, there are also examples inwhichATGgenes stim-

ulate exosome production. Atg5, but not Atg7, has been shown

to decrease late endosome acidification by disrupting the

v-ATPase, thereby promoting the production of exosomes that

enhance tumor metastasis (Guo et al., 2017). Similarly, the

ATG3-ATG12 conjugate, which is required for LC3 lipidation dur-

ingbasal (but not starvation) conditions, interactswith theESCRT

protein Alix and positively controls Alix-dependent exosome

biogenesis (Murrow et al., 2015). Given the expanding repertoire

of exosome-dependent processes (including neurodegenera-

tion, immune signaling, metabolism, tumor metastasis, and viral

infection), the effects of the autophagic machinery on the fate

of the MVB—lysosomal degradation or exocytosis—may partly

underlie the pathophysiological effects of ATG gene mutation.

The ATGmachinerymodulates retromer function to control the

endosome-to-cell-surface recycling pathway (Roy et al., 2017).

During metabolic stress (e.g., glucose withdrawal, hypoxia,

Ras transformation), LC3 on autophagic structures binds to the

RabGAP protein TBC1D5 to sequester it away from an inhibitory

interaction with the retromer complex. This sequestration allows

retromers to associate with endosomal membranes andmediate

plasma membrane translocation of the glucose transporter,

GLUT1, a facilitator of glucose uptake. GLUT1 is required for

the low levels of basal glucose uptake required to sustain cellular

respiration, and its plasma membrane localization normally in-

creases when cells are exposed to low glucose. Perturbation in

ATG protein conjugation may significantly cripple this metabolic

homeostatic mechanism involving GLUT1 trafficking and, in

addition, affect the cell-surface localization of other as-yet-un-

identified receptors.

Autophagy Genes in Other Dynamic Membrane Events

Non-autophagic functions of ATG genes in membrane traf-

ficking modulate the infection of host cells by viruses, bacteria,

and other pathogens. These include processes described

above such as LAP (which may be partially antagonized by viru-

lent micro-organisms that enter professional phagocytes) and

LC3-regulated exocytosis (which is involved in the egress of

viruses that either reside inside autophagosomes or whose

envelopes become decorated with LC3) (reviewed in Cadwell

and Debnath [2018]). Many additional ATG gene-dependent

membrane reorganization events—or interference with such

events—also regulate infection. For example, several ATG

genes are required for the formation of intracytoplasmic mem-

brane-associated replication factories of certain medically

important RNA viruses, such as hepatitis C virus (Dreux et al.,

2009). Similarly, the formation of multi-membranous vacuoles

that support replication of the bacterium Brucella abortus in-

volves ATG genes required for class III PI3K activity but not

those required for LC3 conjugation (Starr et al., 2012). In

contrast, IFN-g inhibits Toxoplasma gondii replication by a pro-

cess involving LC3/GABARAP lipidation and recruitment of IFN-

g-inducible GTPases to the parasitophorous vacuole, where

they disrupt the membrane and destroy the parasite’s replica-

tive niche (Choi et al., 2014). Similarly, IFN-g mediated control

of murine norovirus (a model for human epidemics of gastroen-

teritis) involves labeling membrane-associated viral-replication

complexes with lipidated LC3 and recruitment of IFN-g-induc-

ible GTPases (Biering et al., 2017). Thus, marking replication-

associated membrane structures by LC3 conjugation may

represent a conserved mechanism underlying IFN-g-mediated

control of intracellular pathogen replication. Further understand-

ing of the precise processes by which different subsets of ATG

proteins provide or destroy host membranes necessary for

different stages of pathogen replication may lead to the devel-

opment of new anti-infective strategies.

Beyond Membrane Trafficking: Autophagy Proteins

Have Other Functions

The autophagy proteins not only help orchestrate the crosstalk

of diverse vesicular trafficking pathways but also interface with

multiple other cellular pathways, including (but not limited to)

cell-death pathways, cell-cycle regulation, and innate immune

signaling. The interaction of FIP200 with Atg13 is essential for

autophagy in vivo and neonatal survival in mice, but the non-

autophagic function is sufficient to maintain embryogenesis

through a mechanism involving protection against TNFa-in-

duced apoptosis (Chen et al., 2016). Atg7, independently of its

E1-like enzymatic activity and function in autophagy, regulates

p53-dependent cell-cycle arrest and apoptosis, and the

neonatal lethality of Atg7 knockout mice is partially rescued by

inhibition of the DNA damage response through deletion of the

protein kinase Chk2 (Lee et al., 2012). In mice, deletion of

Atg9a, but not Atg5, results in a defect in necrosis at the bone

surface during developmental morphogenesis (Imagawa et al.,

2016). The precise mechanisms underlying these (and addi-

tional) functions of individual ATG proteins in cell death and

cell-cycle regulation are not well understood.
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ATG proteins regulate inflammatory and immune signaling

both through autophagy-dependent mechanisms (such as by

the autophagic removal of damaged mitochondria that produce

ROS and activate RIG-I signaling and the NLRP3 inflammasome)

and autophagy-independent mechanisms that generally involve

ATG protein interactions with immune-signaling molecules. For

example, the ATG5-ATG12 conjugate inhibits type I IFN signaling

in response to viral infection by binding to the CARDs (caspase

activation and recruitment domains) of RNA-recognition mole-

cules such as RIG-I and MAVs (Jounai et al., 2007). Similarly,

the cytosolic DNA-sensing innate immunity pathway mediated

by cGAS (cyclic GMP-AMP [cGAMP] synthase) and STING (stim-

ulator of interferon genes) is regulated by autophagy proteins.

The generation of cGAMP by cGAS activates ULK1, which phos-

phorylates and inhibits STING-dependent cytokine production

(Konno et al., 2013). As unrestrained STING signaling (either

via inherited mutations in the ADAR (adenosine deaminase,

RNA specific) and ribonuclease H2 complex or gain-of-function

mutations in STING) causes human autoinflammatory diseases,

ULK1 activating agents have been proposed as potential treat-

ments for such disorders (Konno et al., 2018). Beclin 1 binds

cGAS to suppress cGAMP synthesis and halt interferon produc-

tion (Liang et al., 2014). Atg9a may also function as a negative

regulator of innate immune signaling by decreasing the assembly

of STING and TBK1 in the presence of double-stranded DNA

(Saitoh et al., 2009). Of note, these same RNA-sensing and cyto-

solic DNA-sensing signaling pathways are activators of auto-

phagy, which is itself an important innate immune effector

pathway (Deretic and Levine, 2018). Thus, ATG proteins play a

crucial role in both mediating innate immunity and in providing

feedback inhibition to fine-tune inflammatory signaling so as to

avoid deleterious consequences.

The Selectivity of Autophagy: A Guardian of Cellular
Homeostasis
For nearly half a century, the process of macroautophagy was

believed to lack cargo specificity. In fact, themorphological iden-

tification of an autophagosome required visualizing the simulta-

neous presence of diverse cytoplasmic contents, such as ER,

ribosomes, andmitochondria inside a double-membraned vacu-

ole. However, a transformative body of work over the past

decade has fully dispelled this notion. We now know that there

can be extreme specificity in governing the choice of cargo that

is degraded by the autophagosome and an intricate system for

earmarking and capturing such cargo. This process, termed se-

lective autophagy, may be more crucial in protection against

most mammalian diseases than ‘‘bulk autophagy,’’ which is pri-

marily a homeostatic mechanism during nutrient stress.

Many parts of the cell can be ‘‘selected’’ for degradation by

autophagy (Figure 2; Table 2). Numerous studies have reported

the selective autophagy of various organelles, including mito-

chondria, ER, peroxisomes, lipid droplets, ribosomes, midbody

rings, and the nucleus. Autophagy selectively degrades aggre-

gation-prone misfolded proteins such as those involved in the

pathogenesis of certain neurodegenerative, skeletal and cardiac

muscle, and liver diseases. In addition, it degrades the individual

proteins that serve as adaptors to bridge cargo with the nascent

phagophore as well as specific inflammatory and immune

signaling molecules. Moreover, selective autophagy can target

pathogens that reside inside vacuoles or directly inside the

cytosol for lysosomal degradation. Once captured, cargo degra-

dation proceeds through a route that involves the same molecu-

lar machinery as bulk autophagy. Different forms of selective

autophagy are often named by a term comprising a prefix

derived from the cargo (e.g., mito-, ER-, ribo-, nucleo-, pexo-,

lipo-) and the suffix ‘‘phagy.’’ For selective autophagy of micro-

bial invaders, the term xenophagy is commonly used.

Major advances have been made in understanding certain as-

pects of selective autophagy, particularly how cargo binds to the

forming phagophore (Figure 2). In most known instances, the

cargo either contains an identifiable LC3-interacting region or

LIR motif (W/F/Y1x2x3L/I/V4) that directly binds LC3, or it must

be labeled with a tag such as ubiquitin, which then binds adaptor

proteins that contain both a ubiquitin-binding domain and a LIR

motif, thus serving as a bridge between the cargo and the LC3 (or

GABARAPs) conjugated to the phagophore membrane. Alterna-

tively, specific proteins (particularly those involved in the inflam-

masome or IFN signaling) can bind to TRIM (tripartite motif)

family members, which serve as adaptors that interact with

GABARAPs to target such proteins for autophagic degradation

(Kimura et al., 2017). Of note, the proteins we refer to as ‘‘adap-

tors’’ are often called autophagy ‘‘receptors’’; however, as these

are bridgingmolecules that are not integral parts of cellular mem-

branes that undergo ligand-dependent activation, the designa-

tion as ‘‘receptors’’ can be confusing.

Several layers of control are needed to properly dictate the tar-

geting of cargo for autophagy. In theory, cargo should be

disposed of when it is constitutively harmful (e.g., intracellular

pathogens), potentially dangerous to the cell (e.g., mitochondrial

damage), or obsolete as a result of cellular differentiation (e.g.,

organelles during erythrocyte maturation). In the scenario where

LC3 directly binds to a protein on an organelle containing a LIR

motif, there must exist ways to hide or expose the LIR motif in

a regulated fashion. Two mechanisms identified thus far include

(1) stimulatory and inhibitory phosphorylations of residues near

or in the LIR motif (such as occurs for the mitochondrial outer

membrane protein, FUNDC1, that mediates hypoxia-stimulated

mitophagy [Lv et al., 2017]) and (2) the exposure of a normally

hidden LIR motif (such as occurs when proteasomal-dependent

rupture of the outer mitochondrial membrane exposes the inner

mitochondrial membrane LC3-binding protein, prohibitin 2 [Wei

et al., 2017]). Under circumstances where LC3 binds to an

adaptor protein, there must exist ways to recruit the adaptor to

the cargo destined for degradation. This process generally in-

volves the concerted action of E3 ligases that ubiquitinate tar-

gets (e.g., Parkin, SMURF1), kinases that recruit E3 ligases

(e.g., PINK1) or that phosphorylate LIR domains of adaptors

(e.g., TBK1), deubiquitinating enzymes (DUBs) that counter E3

ligase activity (e.g., USP30, USP15) (Gatica et al., 2018), and

acetylation/deacetylation of mitochondrial and ER target pro-

teins (Peng et al., 2018; Webster et al., 2013).

All mechanisms for earmarking cargo must be tightly coordi-

nated with the formation of autophagosomes to ensure final

cargo disposal. Some potential nodes of coordination have

recently been described. Certain autophagy adaptors, most

notably the TRIM family proteins, bind not only substrate
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proteins and LC3/GABARAP family members but also assemble

the ULK1 and class III PI3K complexes to initiate autophago-

some formation (Kimura et al., 2017). ULK1, a ‘‘master kinase’’

that phosphorylates multiple sites on downstream core auto-

phagy proteins, is recruited to and phosphorylates proteins

involved in selective autophagy, such as the LIR domain of

the mitochondrial membrane protein, FUNDC1 (Wu et al.,

2014). An organelle-specific LC3/GABARAP-binding protein,

the ER membrane protein CCPG1, interacts with a key compo-

nent of the autophagy-initiating ULK1 complex, FIP200 (Smith

et al., 2018). Thus, themachinery involved in selective autophagy

substrate recognition may play an active role in autophagy

initiation.

For selective autophagy targeting events that involve sub-

strate ubiquitination, the precise mechanisms that dictate the

choice between autophagic versus proteasomal degradation

are uncertain. In yeast, substrate aggregation and oligmerization

of the ubiquitin-binding proteins may favor autophagic degrada-

tion (Lu et al., 2017). The lysine residues used for linkage and the

length and nature of the ubiquitin chains have also been pro-

posed to contribute to pathway selection (Gatica et al., 2018),

but definitive evidence is lacking. Moreover, despite elegant

Figure 2. Conceptual Overview of Selective Autophagy
Shown are the diverse cargoes that are degraded by autophagy and the major known mechanisms by which cargo are attached to LC3 or GABARAP family
members on the phagophore membrane. Also listed are currently known organelle-specific LC3/GABARAP-binding proteins, tags that label cargo destined for
selective autophagic degradation, LC3/GABRAP-binding adaptor proteins, and factors that regulate the recognition of cargo by adaptors or LC3/GABARAP.
Organelle-specific LC3/GABARAP-binding proteins and LC3/GABARAP-binding adaptor proteins interact with LC3/GABARAP via conserved W/F/YxxL/I/V
motifs. See Table 2 for information about different types of selective autophagy and their possible roles in physiology and disease.
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studies characterizing the ubiquitylome of selective autophagy

cargo (such as mitochondria and intracellular pathogens) (Gru-

mati and Dikic, 2018), the ubiquitin substrates required for auto-

phagic targeting remain largely undefined.

Selective autophagy seems to involve multiple concurrent tar-

geting mechanisms that act in a cooperative, potentially hierar-

chical and/or partially redundant manner to ensure proper

removal of cargo. This ‘‘combinatorial design’’ may allow spe-

cific cell types to more precisely regulate when and how selec-

tive autophagy occurs for a given cargo. The partial redundancy

also renders it more feasible to study loss-of-function pheno-

types of genes required for selective autophagy but dispensable

for bulk autophagy (as compared to those required for bulk auto-

phagy), as they are less likely to be lethal to the cell or organism.

As selective autophagy genes are partially redundant, this may

explain why their loss-of-function mutation seems to be better

tolerated in the human population than loss-of-function mutation

of core ATG genes.

Indeed, mutations in many of the known molecules involved in

selective autophagy are associated with susceptibility to a vari-

ety of human diseases (Table 1). Mutations in the genes encod-

ing the adaptor proteins p62/SQSTM and optineurin, the E3

ligase Parkin, and the kinases PINK1 and TBK1 are among the

most common causes of familial and early onset neurodegener-

ative diseases, including Parkinson’s disease, frontotemporal

dementia, and amyotrophic lateral sclerosis. Hereditary sensory

and autonomic neuropathy type II is caused by mutations in an

ER-specific LC3-binding protein, FAM134B, required for ER-

phagy. Mutations in TRIM20 (also known as pyrin) that impair

its ability to target inflammasome components for autophagic

degradation result in an inherited autoinflammatory disorder, fa-

milial Mediterranean fever. Inflammatory bowel disease-associ-

ated genes encode proteins that function in multiple steps of

autophagy, including the selective targeting of bacteria by the

adaptor CALCOCO2/NDP52 and the E3 ligase SMURF1.

The numerous links betweenmutations in selective autophagy

genes and human diseases underscore the likely physiological

importance of different forms of selective autophagy (Table 2).

However, the precise mechanisms that connect genotype to

phenotype remain largely undefined. For example, it is not

known why mutations in Parkin and PINK1 are associated with

Parkinson’s disease whereas mutations in optineurin, TBK1,

and p62/SQSTM1 are associated with amyotrophic lateral scle-

rosis and frontotemporal dementia (Table 1). In addition to po-

tential non-cell-autonomous effects of mutations in these genes

in tissues outside of the brain, cell-type-specific differences in

various populations of neurons and glia may exist with respect

to (1) dependency on subsets of selective autophagy genes,

(2) expression and activity of DUBs and other negative feedback

mechanisms that regulate selective autophagy, and/or (3) levels

and types of stress that mandate different types of selective

autophagy responses to maintain homeostasis (e.g., mitophagy

or other forms of selective autophagy such as aggrephagy that

are relevant to neurodegenerative diseases). Parkin knockout

mice (unlike flies lacking Parkin) do not develop spontaneous

neurodegeneration, but they do develop dopaminergic neuronal

degeneration (resembling that observed in human Parkinson’s

disease) when crossed with ‘‘mutator’’ mice with a proof-

reading-defective mitochondrial DNA polymerase (PolG) that

accumulate mitochondrial mutations (Pickrell et al., 2015). The

localization of disease in dopaminergic neurons may be related

to increased mitochondrial stress in these cells as compared

to other neuronal populations in the brain. Intriguingly, the motor

defect and neurodegeneration in Parkin null/mutator mice can

be rescued by deletion of STING, a regulator of type I IFN re-

sponses to cytosolic DNA (Sliter et al., 2018). Thus, aberrant in-

flammatory signaling as a result of defects in mitophagy may

contribute to the pathogenesis of neurodegenerative disease in

patients with Parkin or PINK1 mutations.

While most, if not all, forms of selective autophagy are likely to

contribute to normal physiology and protection against disease,

mitophagy has been the most extensively studied. Mitophagy is

an essential component of mammalian developmental and dif-

ferentiation processes, including elimination of paternal mito-

chondria from the fertilized egg (Rojansky et al., 2016), removal

of mitochondria during red blood cell maturation (Sandoval

et al., 2008), and beige-to-white adipocyte differentiation (Lu

et al., 2018). In addition to Parkinson’s and other neurodegener-

ative diseases, defective mitophagy is thought to contribute to

organ-specific and systemic inflammatory diseases (Zhao

et al., 2018), cancer development and/or progression (Drake

et al., 2017), and potentially aging (López-Otı́n et al., 2016).

The removal of damaged mitochondria by mitophagy maintains

normal cellular metabolism, reducesmitochondrial generation of

ROS that triggers inflammation and genotoxic stress, and pre-

vents mitochondrial release of pro-apoptotic factors. Thus,

maintenance of proper mitochondrial function by mitophagy is

crucial for cellular and organismal health. Other forms of selec-

tive autophagy (including xenophagy) likely operate in a manner

analogous to mitophagy in that the mechanisms by which they

regulate physiology and disease are a function of the normal

‘‘duties’’ of their substrate and the ensuing pathological conse-

quences of abnormal substrate accumulation (see Table 2).

Our expanding knowledge of the mechanisms and physiolog-

ical functions of selective autophagy may open up new—albeit

unchartered—pathways for drug discovery. Knockdown of the

mitochondrial deubiquitinase USP30 rescuesmitophagy defects

and disease in flies with pathogenic mutations in Parkin (Bingol

et al., 2014), suggesting a potential role for the inhibition of

DUBs that target selective autophagy E3 ligases in the treatment

of Parkinson’s and other diseases. Indeed, novel highly selective

inhibitors of USP30 that accelerate mitophagy have recently

been reported (Kluge et al., 2018). As phosphorylation of sub-

strates is also a common mechanism involved in selective

autophagic targeting, it may be possible to activate specific

kinases to enhance selective autophagy. Potentially, it may

also be possible to develop novel strategies to attach high-

affinity LIR domains selectively to harmful cargo so that they

can be more efficiently captured by an LC3-decorated nascent

autophagosome.

Autophagy Regulation: A Nexus for Therapeutics?
Autophagy was originally studied in yeast and mammalian

cells as a nutrient stress-response pathway. During the past

decade, we have dramatically expanded our knowledge of

autophagy regulation, particularly the spectrum of physiological
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and pathophysiological stimuli that control autophagy, the

mechanisms that regulate the activity of the core autophagy

proteins (Grumati and Dikic, 2018), and the interconnectivity

of autophagy with other cellular stress-response pathways

(Kroemer et al., 2010). These concepts have been reviewed else-

where; here, we highlight selected aspects relevant to physi-

ology and disease.

Post-translational protein modifications such as phosphoryla-

tion, ubiquitination, and acetylation play a central role in coordi-

nating the activity of ATG proteins. In most cases, the upstream

kinases/phosphatases, ubiquitin ligases/DUBs, and acetyltrans-

ferases simultaneously modify both ATG proteins and proteins

involved in other cellular stress-response pathways that are

co-regulated with autophagy. As a result, pharmacological tar-

geting of these enzymes will elicit broad-based modulation of

multiple intertwined stress-response pathways. Depending on

the enzyme and its substrates, such nonspecific targeting may

be harmful in some instances and useful in others.

One important example is the stimulation of AMPK, a low-

energy-sensing kinase activated by ATP depletion, which

phosphorylates multiple proteins to both stimulate catabolic

pathways (including autophagy) and restrain anabolic pathways

(includingmTORC1 signaling), thereby ensuring limitation of ATP

consumption and generation of newATP via breakdown ofmeta-

bolic products (Herzig and Shaw, 2018). In recent years, AMPK

has been shown to not only activate autophagy through inhibi-

tion of mTORC1 but also directly phosphorylate several ATG

proteins, including ULK1, ATG9A, Beclin 1, and VPS34 (Egan

et al., 2011; Kim et al., 2013a). In addition, AMPK promotes mi-

tophagy through effects on ULK1 and stimulates TFEB-depen-

dent activation of the CLEAR (coordinated lysosomal expression

and regulation) network of genes required for autophagy (Herzig

and Shaw, 2018). This pro-autophagic activity of AMPK occurs

concurrently with its effects on mitochondrial homeostasis and

on lipid and glucose metabolism.

AMPK activation may underlie the beneficial effects of metfor-

min, a drug widely prescribed for the treatment of diabetes (Her-

zig and Shaw, 2018). Metformin activates AMPK indirectly

through mitochondrial depletion of ATP, and direct AMPK acti-

vators that yield effects similar to metformin are in preclinical

development. The extent to which autophagy stimulation con-

tributes to beneficial effects of AMPK activation in mice or pa-

tients is not known, but it seems likely that autophagy represents

a critical part of an AMPK-activated hub that protects against

various metabolic diseases, including diabetes, obesity, and

non-alcoholic fatty liver disorders as well as certain cancers

and aging-related phenotypes. In Drosophila, deficiency of the

Beclin 1 ortholog (ATG6) impairs the ability of metformin to pre-

vent intestinal stem cell aging (Na et al., 2018), and lifespan

extension by neuronal AMPK expression requires the fly ULK1

ortholog, ATG1 (Ulgherait et al., 2014). In mice, AMPK upregula-

tion of autophagy is correlated with improved function of aging

muscle stem cells (White et al., 2018); additionally, muscle-spe-

cific AMPK deficiency results in defective autophagy, fasting-

induced hypoglycemia, and aging-associated myopathy (Bujak

et al., 2015). In yeast, core ATG genes are required for AMPK-

mediated lipid droplet degradation and survival during acute

glucose deprivation (Seo et al., 2017).

The lysine acetylation/deacetylation of ATG proteins has

emerged as a central node of autophagic control regulated by

metabolic sensors involved in lipid, glucose, and protein meta-

bolism. Moreover, this control center may function indepen-

dently from, but intertwined with, AMPK and mTORC1 (Mariño

et al., 2014b; Su et al., 2017). During acute nutrient depletion,

cells undergo a rapid decrease in levels of cytosolic acetyl coen-

zyme A (AcCoA), which leads to the deacetylation of cellular pro-

teins (Mariño et al., 2014b). Sirtuin 1 (which is downstream of

AMPK) deacetylates multiple ATGs (e.g., ATG5, ATG7, ATG12,

Beclin 1, VPS34, LC3) and thereby promotes autophagy, as

does reduced activity of the acetyl transferase EP300 (Madeo

et al., 2014; Su et al., 2017). Hence, endogenous activators of

sirtuin 1 (e.g., nicotine adenine dinucleotide [NAD+]), endoge-

nous inhibitors of EP300 (e.g., spermidine, a dietary polyamine),

and reduced availability of AcCoA (a rate-limiting step for EP300

function) all stimulate autophagy (Madeo et al., 2014).

Compounds that act on these pathways, thereby mimicking

the effects of caloric restriction (so-called caloric restriction mi-

metics), are an active area of investigation, and genetic evidence

suggests that autophagy is essential for their beneficial effects

in vivo. Reservatrol, an indirect sirtuin 1 activator, requires

the autophagy machinery for its favorable effects on longevity

in nematodes (Morselli et al., 2010). Spermidine-induced

autophagy is required for several of its beneficial health effects

in model organisms, including lifespan extension in flies, worms,

and mice; prevention of cardiac aging in mice; improvement in

neuronal function in aging flies; and preservation of myocyte

stemness in mice (reviewed in Madeo et al. [2018]). Moreover,

caloric restriction mimetics improve anti-tumor immune surveil-

lance and enhance chemotherapy responses in autophagy-

competent, but not autophagy-incompetent, mouse tumor

allografts (Pietrocola et al., 2016).

Over the past decade, the lysosome—an organelle tradition-

ally viewed as the downstream ‘‘workhorse’’ for autophagoso-

mal cargo degradation—has been shown to also play a crucial

role in the upstream regulation of autophagy (Napolitano and

Ballabio, 2016; Shen and Mizushima, 2014). The nutrient-

sensing kinase complex mTORC1 detects both cytosolic and

intra-lysosomal amino acids through distinct mechanisms to

inhibit autophagy (Saxton and Sabatini, 2017). Amino acids

(such as arginine) inside the lysosomal lumen are sensed by

the amino acid transporter SLC38A9, which interacts with

the lysosomal v-ATPase/Rag/Ragulator complex to activate

mTORC1. This both restrains autophagy during baseline condi-

tions and provides feedback inhibition to terminate autophagic

responses to acute nutrient depletion. mTORC1 activation in

the fed state and/or hyperactivation (as a result of mutations in

regulatory signals) switches the cell to a state of anabolic growth

and energy storage. Although essential for cell growth and

proper metabolic regulation, sustained mTORC1 activation

at the organismal level is associated with a variety of patho-

physiological consequences, including impaired neonatal glu-

ceoneogenesis and survival (Efeyan et al., 2013), accelerated

age-related decline in pancreatic b cell function (Shigeyama

et al., 2008), late-onset muscle atrophy (Castets et al., 2013),

altered lipogenesis and adipogenesis (Lee et al., 2016), immune

suppression, epileptic seizures and autistic traits, tumorigenesis,
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and aging (Saxton and Sabatini, 2017). While in some cases,

impaired induction of autophagy has been documented in

mice with hyperactive mTORC1 signaling and is postulated to

contribute to pathological phenotypes (e.g., impaired neonatal

gluconeogenesis, late-onset muscle atrophy), the precise role

of autophagy inhibition in most diseases associated with

mTORC1 signaling remains unknown. There has been some in-

terest in usingUS Food andDrug Administration [FDA]-approved

mTOR inhibitors for the treatment of neurodegenerative disor-

ders that may benefit from autophagy induction (Sarkar, 2013).

However, the safety and efficacy of using mTOR inhibitors to

induce therapeutic autophagy is uncertain, given the broad

range of essential catabolic functions regulated by mTORC1

along with the lack of full specificity of existing agents to target

mTORC1 rather than mTORC2 (which functions primarily as an

effector of insulin/PI3K signaling).

Both AMPK and mTORC1 participate (in opposite directions)

in a signaling axis that links autophagy, the lysosome, and the

transcription factor EB (TFEB) and related family members.

During the acute response to autophagic stimuli, transcriptional

activation is not required, as evidenced by the observation

that enucleated cells (cytoplasts) undergo autophagy (Morselli

et al., 2011). However, sustained autophagy requires TFEB, a

transcription factor that (when inactive) binds to Ragulator at

the lysosomal membrane, is phosphorylated by mTORC1, and

is retained in the cytoplasm by 14-3-3 proteins. Following

mTORC1 inhibition, TFEB dephosphorylation releases it from

the cytoplasm, allowing its nuclear translocation and subse-

quent activation of the CLEAR gene network, which includes

genes encoding lysosomal hydrolases, lysosomal v-ATPase

pumps, lysosomal regulators and autophagy regulators (Puertol-

lano et al., 2018). As noted above, AMPK also activates TFEB-

dependent gene expression; this occurs through multiple

different mechanisms. In addition, a recent study showed that

phosphorylation of acetyl-CoA synthetase 2 (ACSS2) promotes

its transport into the nucleus, where it binds to TFEB and favors

the acetylation of histone H3 residues within the promoters of

TFEB target genes (Li et al., 2017b).

In addition to TFEB, other transcription factors from the same

family (such as micropthalmia-associated transcription factor

[MITF] and TFE3) (Perera et al., 2015) or from other families

(e.g., FOXO3A, HSF1, or TP53) stimulate autophagy (Cai et al.,

2018; Kenzelmann Broz et al., 2013). Bromodomain 4 (BRD4),

a transcription factor that represses autophagy and lysosomal

genes, is displaced from chromatin in response to starvation

by a signaling cascade involving an AMPK-SIRT1 axis (Sakamaki

et al., 2017). Thus, multiple known (and probably yet-to-be-iden-

tified) transcription factors regulate the synthesis of genes

required for autophagy (including both the formation of the auto-

phagosome and degradation of its contents by lysosomes). Not

surprisingly, the activity of these transcription factors is tightly

regulated by numerous signaling factors that also regulate core

ATG protein function by post-translational modifications.

Modulation of the activity of TFEB, a master regulator of both

lysosomal biogenesis and autophagy, has emerged as a poten-

tial therapeutic strategy. Conceptually, this approach is attrac-

tive, since limitations in lysosomal numbers and function either

occur intrinsically as part of many rare, but devastating, diffi-

cult-to-treat, primary diseases (such as lysosomal storage disor-

ders [LSDs]) or are acquired during the progression of diseases

associated with the clearance of toxic aggregates progress

(such as Huntington’s, Parkinson’s, and Alzheimer’s diseases

and tauopathies). In mice, TFEB overexpression ameliorates

several LSDs, neurodegenerative diseases, and a1-antitrypsin

deficiency, and it also promotes lipophagy, thereby reducing

obesity and associated metabolic syndrome (Napolitano and

Ballabio, 2016). Themechanisms bywhich TFEB overexpression

partially corrects lysosomal malfunction in LSDs are not fully un-

derstood but may involve induction of lysosomal exocytosis for

the secretion of undigested material.

One potential obstacle to strategies for enhancing TFEB

family activity is the risk of tumorigenesis associated with consti-

tutive activation (e.g., renal clear cell carcinoma with TFEB

and pancreatic cancer with MITF, TFE3, and TFEB) (Napoli-

tano and Ballabio, 2016). While MITF/TFE3/TFEB-dependent

autophagy-lysosomal activation is thought to sustain metabolic

reprogramming in pancreatic cancer cells by maintaining intra-

cellular amino acid pools (Perera et al., 2015), further genetic

investigations are warranted to confirm that ATG genes are

involved in these effects. Moreover, enhanced activity of

BRD4, a transcriptional repressor of autophagy, drives another

type of cancer, NUT midline carcinoma (Sakamaki et al., 2017),

suggesting that the effects of transcriptional regulators of

autophagy on tumorigenesis may be cell-type specific. It is un-

clear whether specific subsets of the TFEB-regulated gene

network can be induced to avoid genes that contribute to tumor-

igenesis without losing beneficial effects on the autophagy-lyso-

somal pathway. An alternative strategy is to activate TFEB on an

intermittent basis and/or for limited periods to avoid potential

oncogenic effects.

Intriguingly, one of the most widely used medications in the

world—aspirin—has been reported to upregulate TFEB in brain

cells (via activation of PPARa), induce lysosomal biogenesis,

and decrease amyloid plaque pathology in a mouse model of

Alzheimer’s-like disease (Chandra et al., 2018). Aspirin (and its

active metabolite salicylate) also induces autophagy via inhibi-

tion of the acetyltransferase EP300 (Pietrocola et al., 2018) and

via AMPK activation/mTORC1 inactivation (Din et al., 2012).

However, there is as of yet no direct genetic evidence that

autophagy contributes to the health benefits of aspirin.

Highly specific activation of autophagy may be possible

through strategies that enhance the activity of the upstream

components in the core autophagy pathway, i.e., the ULK1

serine/threonine kinase complex and/or Beclin 1/VPS34 lipid ki-

nase complexes. As a key allosteric regulator of VPS34 lipid ki-

nase activity, Beclin 1 activity is tightly regulated by multiple

post-translational modifications (ubiquitination, acetylation,

phosphorylation), which govern its stability, heterodimeric bind-

ing to ATG14 or UVRAG, homodimerization in an inactive form,

and/or binding to negative regulators, such as Bcl-2/Bcl-xL (Gru-

mati and Dikic, 2018; Levine et al., 2015). Diverse stress kinases,

including AMPK and MAPKAPK2/3 as well as the upstream ATG

protein, ULK1, mediate stimulatory phosphorylations of Beclin 1

(Kim et al., 2013a; Park et al., 2018; Wei et al., 2015). The onco-

genic kinases, Akt and EGFR, and the EP300 acetylase inhibit

the autophagic activity of Beclin 1; mutation of their target
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post-translational sites in Beclin 1 demonstrates that suppres-

sion of Beclin 1-dependent autophagy promotes tumor growth

in mouse xenograft models (Sun et al., 2015; Wang et al.,

2012; Wei et al., 2013). Enhanced proteasome-mediated degra-

dation of Beclin 1 due to decreased binding of the deubiquitinase

ataxin 3may contribute to dysregulated autophagy in cells of pa-

tients with polyglutamine-expansion-protein-related diseases,

such as Huntington’s and spinocerebellar ataxia type 3 (Ashke-

nazi et al., 2017).

Disruption of Bcl-2 binding to Beclin 1 represents a central

mechanism by which autophagy is activated in response to

stress stimuli (such as starvation, exercise, and immune

signaling) (He et al., 2012; Wei et al., 2008). This disruption can

be triggered by phosphorylation of the BH3 domain of Beclin 1

by DAPK, ubiquitination of the Beclin 1 BH3 domain by the E3

ligase TRAF6, phosphorylation of Bcl-2 by JNK1, or competition

by BH3-only proteins (reviewed in Levine et al. [2015]). Mice con-

taining knockin non-phosphorylatable mutations in Bcl-2 that

prevent disruption of its binding to Beclin 1 are deficient in star-

vation- and exercise-induced autophagy, have decreased exer-

cise endurance, and fail to manifest the beneficial effects of

exercise on glucose metabolism (He et al., 2012). Conversely,

mice with a knockin mutation in Beclin 1 that decreases Bcl-2

binding exhibit increased autophagy and extended lifespan

and healthspan, including protection against Alzheimer’s-like

disease and HER2-mediated breast cancer (Fernández et al.,

2018; Rocchi et al., 2017; Vega-Rubı́n-de-Celis et al., 2018).

Thus, disruption of Beclin 1/Bcl-2 binding may be a safe and

effective approach to induce autophagy in vivo; preclinical

studies are in progress to develop agents that act through this

mechanism (Chiang et al., 2018).

Cell-penetrating peptides (Tat-Beclin 1) derived from a flexible

hinge region of Beclin 1 important for VPS34 membrane associ-

ation and lipid kinase activity (Rostislavleva et al., 2015) are suf-

ficient to induce autophagy in vitro and in vivo (Shoji-Kawata

et al., 2013). In mice, Tat-Beclin 1 protects against West Nile

virus, chikungunya virus, and E. coli bacterial infections; lipo-

polysaccharide-induced cardiac dysfunction; pressure-over-

load-induced heart failure; hyperammonemia in liver failure and

urea cycle disorders; and bone loss in LSDs and in fibroblast

growth factor (FGF) deficiency (Bartolomeo et al., 2017; Cinque

et al., 2015; Shoji-Kawata et al., 2013; Soria et al., 2018; Sun

et al., 2018). It also enhances chemotherapeutic effects of mu-

rine cancers in immune-competent mice (Pietrocola et al.,

2016), reduces the growth of human HER2-positive breast can-

cer xenografts in immune-deficient mice (Vega-Rubı́n-de-Celis

et al., 2018), and acts synergistically with erastin to increase an-

imal survival in an orthotopic pancreatic cancer model (Song

et al., 2018). In rats, intrahippocampal injection of Tat-Beclin 1

improves long-term spatial memory (Hylin et al., 2018). In a ze-

brafish model of human polycystic kidney disease, Tat-Beclin

1 ameliorates renal cyst formation (Zhu et al., 2017). Further

studies are needed to examine whether Tat-Beclin 1 induces

these effects through autophagy, autophagy-independent ef-

fects of Beclin 1, or alternative mechanisms. Moreover, precise

definition of its mechanism of action may lead to the develop-

ment of novel small drug-like molecules that mimic its activity.

Recent structural advances elucidating the atomic details of

the Beclin 1/VPS34 complexes (reviewed in Hurley and Young

[2017]) may provide a basis for rational drug design to selectively

activate autophagy-specific Beclin 1-associated VP34 lipid ki-

nase activity.

Autophagy in Tissue and Whole-Body Homeostasis
The health of multicellular organisms requires the coordinated

regulation of cellular life and death decisions, cell fate determina-

tions, preservation of genomic integrity, immune responses, and

metabolic circuitries. The autophagy machinery, via its diverse

functions described above (and yet-to-be-discovered mecha-

nisms), plays a crucial role in these processes. Herein, we high-

light some recent advances related to the role of autophagy in

cell death, preservation of stem cells, tumor suppression,

longevity, and defense against metabolic diseases.

Autophagy as a Homeostat

During both routine ‘‘housekeeping’’ and responses to acute

stress, cells must find ways to maintain adaptive cytoprotective

levels of autophagy while simultaneously avoiding potentially

maladaptive levels and/or detrimental effects of autophagy.

This balance involves self-control of the levels of autophagy,

mechanisms of preventing degradation products from becoming

toxic to cells, avoidance of degrading essential cargo, and sup-

pression of unwarranted cell death—which likely is a combined

function of the aforementioned processes. Cellular self-titration

of levels of autophagy involves multiple different inhibitory feed-

back loops, including feedback regulation of nutrient-sensing

signals by the generation of amino acids, acetyl-CoA, and respi-

ratory substrates (Galluzzi et al., 2014); cytosolic retention of pro-

autophagic transcription factors by ATG7 (Simon et al., 2017);

and TFEB-mediated activation of mTORC1 (Simon et al.,

2017). Cellular toxicity by degradation products may be avoided

during autophagy, as evidenced by the observation that the gen-

eration of lipid droplets generated by autophagy-dependent

dismantling of lipid membranes during starvation-induced

autophagy sequesters fatty acids, thereby protecting mitochon-

dria against lipotoxicity and preserving cellular viability (Nguyen

et al., 2017). It is not known whether starvation-induced

autophagy preferentially induces removal of certain, perhaps

aged, structures (and if so, by what mechanisms) or whether it

is nonspecific. Mitochondria elongate during starvation, which

spares them from the autophagic capture that generally occurs

after fission (Gomes et al., 2011). Numerous yet-to-be-discov-

ered mechanisms likely protect mitochondria and other organ-

elles from excessive autophagic capture during stress-induced

autophagy.

The aforementioned negative feedback loops restrain autoph-

agy to adaptive (rather than maladaptive) levels, allowing this

homeostatic pathway to exert cytoprotective effects during

stress, and thereby prevent apoptotic and necroptotic cell death

(Mariño et al., 2014a). In addition, ATG gene-dependent pro-

cesses, such as increased plasma membrane localization of

the GLUT1 glucose transporter (Roy et al., 2017), may increase

the threshold of damage required to kill cells and thereby pro-

mote successful organismal adaptation to stress. Promotion of

cell survival in vivo during stress-induced autophagy may

depend on concurrent antagonism of the Na+,K+-ATPase

pump, which normally consumes a large fraction of the ATP
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available to the cell (Kheloufi et al., 2015). Interestingly, during

acute bouts of exercise or nutrient limitation (potent physiolog-

ical stimuli of autophagy that generally do not result in cell death),

endogenous cardiac glycosides that target Na+,K+-ATPase are

upregulated 50- to 500-fold, resulting in decreased cellular

ATP consumption (Schoner, 2002).

However, when organisms are pushed beyond physiological

limits of energy deprivation, adaptive mechanisms are insuffi-

cient to keep cells alive and to prevent tissue damage. In the

liver of patients with anorexia nervosa or in neonatal rodents sub-

jected to severe cerebral ischemic injury, a morphologically and

genetically distinct form of cell death occurs called autosis,

which requires both ATG genes and Na+,K+-ATPase activity

(Kheloufi et al., 2015; Liu et al., 2013b). It is not clear how the

cell’s major consumer of ATP (i.e., the Na+,K+-ATPase pump)

and the cell’s major mobilizer of ATP-generating substrates dur-

ing stress conditions (i.e., autophagy) interact to regulate life and

death decisions of the cell. However, this interaction may repre-

sent a fundamental energy homeostatic mechanism that be-

comes pathologic during different types of ischemic conditions.

Another recently identified bona fide form of autophagic cell

death (i.e., demonstrating a genetic requirement for ATG genes)

involves GBA1—the gene encoding the lysosomal enzyme, glu-

cocerebrosidase (GCase)—which metabolizes glucosylcera-

mide (GlcCer) to ceramide and glucose. GBA1 knockdown

blocks autophagic cell death in resveratrol-treated lung cancer

cells in vitro and developmental midgut death in Drosophila

in vivo (Dasari et al., 2017). In humans, homozygous GBA1 mu-

tations lead to Gaucher’s disease, a lysosomal storage disorder,

while heterozygous mutations are the most important risk factor

for Parkinson’s disease (Schapira, 2015). Interestingly, GBA1

deficiency in the brains of flies and mice leads to an accumula-

tion of GlcCer, impaired autophagic-lysosomal flux, a-synuclein

aggregate accumulation, and neurodegeneration; these features

are similar to those observed in patients with Parkinson’s dis-

ease (Aflaki et al., 2017).

Thus, levels of cellular GCase are crucial for homeostasis;

insufficient GCase activity results in a defect in autophagic-lyso-

somal function and neurodegeneration, whereas excessive

GCase activity results in autophagic cell death. It is not yet

known how GCase levels are physiologically titrated or how an

excess of GCase activity converts adaptive autophagy into lethal

autophagy. One possibility is that death occurs as a result of the

generation of a metabolic intermediate, sphingosine, which

affects lysosomal membrane permeabilization, as lysosome-

membrane permeabilization by lysosomal-targeted Bax facili-

tates autophagic cell death in Bax/Bax knockout murine

embryonic fibroblasts (Karch et al., 2017). Future studies are

needed to determine the precise mechanisms that convert

autophagy from a pro-survival to a cell-death pathway, to specif-

ically delineate the role of autophagic cell-death pathways in

pathophysiology, and to devise therapeutic strategies to block

such death in vivo.

Autophagy in Stemness

Accumulating evidence indicates that autophagy is required for

stem cell quality control (especially via mitophagy-mediated

reduction in ROS levels), energy homeostasis, metabolic reprog-

ramming, and the preservation of fitness. This requirement has

multiple disease-related implications, depending on the type of

stem cell (e.g., embryonic, adult, cancer) (see Boya et al.

[2018] for a detailed recent review). In general, autophagy func-

tions in adult stem cells, including muscle stem cells (satellite

cells), hematopoietic stem cells (HSCs), and neural stem cells

(NSCs), as a mechanism to prevent exhaustion and aging and

to promote quiescence, allowing either self-renewal or differen-

tiation (as needed). Conditional Atg7 deletion leads to a reduc-

tion of the muscle satellite cell pool in young mice and hallmarks

of premature muscle aging (senescence and DNA damage), and

autophagy activation reverses senescence and restores regen-

erative functions in satellite cells in aged animals (Garcı́a-Prat

et al., 2016). Loss of Atg12 in HSCs impairs maintenance of

HSC quiescence and stemness (Ho et al., 2017). Loss of

FIP200 results in a progressive loss of NSCs and reduced neuro-

genesis in the adult brain (Wang et al., 2013). Thus, upregulation

of autophagy may help stimulate muscle regeneration in sarco-

penia, prevent late-onset diseases associated with immune

cell senescence, and/or promote adult neurogenesis.

Several studies suggest a role for autophagy in the reprogram-

ming of somatic cells to generate induced pluripotent stem cells

(iPSCs) (Boya et al., 2018). The precise mechanisms by which

autophagy functions in pluripotency reprogramming are debated

but may involve degradation of transcription factors, ability to

sustain glycolytic metabolism (which favors stemness), degra-

dation of mitochondria and other organelles, and mitophagy-

mediated limitation of cellular ROS production. While the

deletion of core ATG genes or loss of PINK1-dependent mitoph-

agy impairs the reprogramming process (Boya et al., 2018), it is

not known whether autophagy upregulation improves the effi-

ciency of pluripotent reprogramming for the optimization of

stem cell-based therapies.

Additionally, autophagy is important in the origin, differentia-

tion, and survival of cancer stem cells (CSCs), a unique niche

that (similar to other stem cell populations) has the potential for

self-renewal but also has the potential for malignancy, initiation

of tumor metastasis, and enhanced chemotherapy resistance

(Pattabiraman andWeinberg, 2014). CSC formation is enhanced

in regions of tumors that are hypoxic, nutrient depleted, and

acidic—conditions that favor enhanced autophagy—and CSCs

usually have higher rates of basal autophagy than non-cancer

stem cells (Boya et al., 2018). Knockdown of core ATG genes

in breast CSCs impairs their self-renewal in vitro and impairs their

growth when xenografted into mice (Boya et al., 2018). This

observation has raised interest in the therapeutic potential of

autophagy inhibition of CSCs. However, it is not clear how

such cells could be selectively targeted in vivo, and systemic in-

hibition of autophagy, even in adult mice, is associated with mul-

tiple severe toxicities, including multi-organ degeneration and

fatal hypoglycemia during fasting (Karsli-Uzunbas et al., 2014).

Moreover, this concept is further complicated by the plasticity

of CSCs, i.e., the ability to convert to non-cancer stem cells

and vice versa. In addition, the depletion of autophagy in HSCs

favors the expansion of acute myeloid progenitor cells and

development of frank hematological malignancies (Auberger

and Puissant, 2017). Given these complexities, it may be prema-

ture to consider targeting autophagy in CSCs as an anti-cancer

strategy.
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Autophagy in Genomic Stability and Tumor Suppression

Besides eliminating ROS-producing dysfunctional mitochondria

that are potentially mutagenic, autophagymay promote genomic

stability through several additional mechanisms. In the setting of

impaired autophagy, the accumulation of the autophagy adaptor

and substrate p62/SQSTM1 (1) inhibits the E3 ligase RNA168

that is essential for histone and chromatin ubiquitination and

DNA damage responses (Wang et al., 2016) and (2) activates

NRF2 transcription factor of MDM2, which acts through p53-

dependent and p53-independent mechanisms to abrogate

normal cell-cycle checkpoints (Todoric et al., 2017). Genetic in-

hibition of autophagosome formation or lysosomal function re-

sults in a failure to degrade the small GTPase, RHOA, which

leads to cytokinesis failure, multinucleation, and aneuploidy (Be-

laid et al., 2013). Selective autophagic removal of micronuclei

and endogenous retrotransposons may also promote genomic

stability (Table 2). Intriguingly, DNA damage repair pathway

genes are involved in the selective autophagy of ROS-generating

organelles, including pexophagy (e.g., ATM kinase [Zhang et al.,

2015a]) and mitophagy (e.g., Fanconi anemia proteins [Sumpter

et al., 2016]). Thus, there may be selective pressure for nuclear

DNA damage pathways and autophagy proteins to function at

multiple levels to protect the genome, both in the cytoplasmic

removal of dysfunctional organelles that threaten genomic integ-

rity and, more directly, in the regulation of nuclear events that

maintain genomic stability.

The role of autophagy in promoting genomic stability is

consistent with its role in tumor suppression. One of the most

frequent genetic alterations in sporadic human breast and

ovarian cancer is the allelic loss of beclin 1, which is associated

with more aggressive cancers and worse patient survival (inde-

pendently of allelic loss of the nearby tumor suppressor

BRCA1) (Liang et al., 1999; Tang et al., 2015; Valente et al.,

2014). Mice lacking a copy of beclin 1 develop spontaneous

malignancies, demonstrating that it is a haploinsufficient tumor

suppressor gene (Cicchini et al., 2014; Qu et al., 2003; Yue

et al., 2003), and allelic loss of beclin 1 in immortalized mouse

mammary epithelial cells promotes mammary tumorigenesis,

DNA damage, and genomic instability in vivo (Karantza-Wads-

worth et al., 2007). Similarly, partial autophagy defects in other

mouse models (Ambra1+/�, Atg4c�/�, Sh3glb1�/�, and mosaic

Atg5�/�) are associated with an increased incidence of sponta-

neous or chemically induced tumors (Rybstein et al., 2018). In

mice, loss of the mitophagy receptor, BNIP3, accelerates pro-

gression to metastatic breast cancer (Chourasia et al., 2015),

and loss of Parkin results in spontaneous liver tumors,

increased radiation-induced lymphoma, enhanced colorectal

adenoma development in Apc mutant mice and accelerated

KRas-driven pancreatic tumorigenesis (Drake et al., 2017; Li

et al., 2018a; Poulogiannis et al., 2010). In patients, PARKIN-in-

activating mutations are observed in glioblastomas, colorectal

carcinoma, and other malignancies (Drake et al., 2017).

Numerous oncogenic mutations suppress autophagy through

mTORC1 activation (e.g., activating mutations in Akt/class I

PI3K, PTEN loss, LKB1 loss), ULK1 and Parkin inhibition (e.g.,

cytoplasmic accumulation of TP53 mutant proteins), and/or in-

hibition of the activity of Beclin 1/class III PI3K complex (e.g.,

Akt, EGFR, HER2, Bcl-2 amplification or activation) (Levine

et al., 2015; Rybstein et al., 2018; Vega-Rubı́n-de-Celis

et al., 2018).

Autophagy has additional cell-autonomous and non-cell-

autonomous functions in tumor suppression. At the cell-autono-

mous level, together with its promotion of genomic instability,

autophagy degrades the nuclear lamina (through an interaction

with LC3 and lamin B) to promote oncogene-induced senes-

cence (Dou et al., 2015), and it negatively regulates inflammatory

signaling, which is a strong oncogenic driver (Zhong et al., 2016).

It has been proposed that deregulated inflammatory signaling

due to defective autophagy may represent a common pro-onco-

genic pathway for several cancer risk factors, including obesity,

aging, alcohol abuse, chronic infections, and ATG16L1 defi-

ciency/Crohn’s disease (Zhong et al., 2016).

At the non-cell-autonomous level, autophagy acts to suppress

tumor-promoting inflammatory signaling and to enhance anti-

cancer immunity in myeloid cells in the tumor microenvironment.

Autophagy in cancer cells is important for cross-presentation as

well as facilitating the release of tumor antigens from dying cells

and increasing their extracellular availability (Ma et al., 2013). The

phenomenon of autophagy-dependent ‘‘immunogenic cell

death’’ also leads to the release of ATP and other danger-associ-

ated molecular patterns (Michaud et al., 2011), enhancing

anti-tumor cytotoxic T lymphocyte (CTL) responses and contrib-

uting to the anti-cancer efficacy of chemotherapy and radiation

therapy (Galluzzi et al., 2017b). Interestingly, the incidence of

KRAS-induced non-small lung cancer is increased by genetic in-

hibition of autophagy and reduced by autophagy induction

through a mechanism that requires T cell-dependent anti-tumor

immunity (Pietrocola et al., 2016). Taken together, autophagy

acts both in cancer cells andmyeloid cells to dampen pro-tumor-

igenic inflammation and to augment adaptive immunity that cur-

tails cancer growth and progression. It is not yet known whether

autophagy induction will act synergistically with immune check-

point inhibitors to boost anti-cancer therapeutic responses.

In parallel with delineation of mechanisms of autophagy in tu-

mor suppression and the promotion of anti-tumor immunity,

numerous reports have demonstrated pro-tumorigenic roles of

autophagy, primarily in cancers driven by KRAS that require

high cellular metabolic activity to sustain survival (Kimmelman

and White, 2017). The pro-tumorigenic effects are generally

believed to result from the ability of autophagy to sustain tumor

cell survival during metabolic stress in a cell-intrinsic fashion

and/or in a cell-extrinsic fashion via the provision of nutrients

to malignant cells by autophagy in stromal cells in the tumor

microenvironment (Katheder et al., 2017; Kimmelman andWhite,

2017; Yang et al., 2018). These observations have piqued inter-

est in developing autophagy inhibitors for treating certain can-

cers, a concept that has been explored in mice using two

principal approaches: (1) tissue-specific or whole-body-induc-

ible deletion of ATG genes and (2) lysosomotropic agents such

as a chloroquine and hyxdroxychloroquine that inhibit autopha-

gic flux (along with other pharmacological effects). While both

approaches reduce KRAS-driven tumor growth in mice (Kimmel-

man andWhite, 2017),ATG gene deletion results in inflammation

and/or destruction of the organ (i.e., in pancreatic-specific or

lung-specific knockouts) or in multisystem degeneration (in

whole-body knockouts) (Guo et al., 2013; Karsli-Uzunbas et al.,
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2014; Rosenfeldt et al., 2013). Furthermore, an extensive exam-

ination of the effects of chloroquine on a panel of KRAS mutant

tumors failed to show any ATG gene-dependent growth inhibi-

tion (Eng et al., 2016). Thus, despite the crucial role of autophagy

in malignant cells and stromal cells in promoting tumor growth,

conclusive data are lacking to support autophagy inhibition as

a viable therapeutic approach, although a recent study of

KRAS-driven pancreatic cancer using only mosaic genetic inhi-

bition of autophagy may suggest efficacy with tolerable toxicity

(Yang et al., 2018). This issue is further complicated by the afore-

mentioned multiple roles of autophagy in tumor suppression

and anti-tumor immunity, along with emerging evidence that

autophagy inhibition may promote tumor metastasis (reviewed

in Dower et al. [2018]).

Autophagy in Metabolic Diseases

Growing evidence implicates functional defects in autophagy in

various metabolic disorders, including obesity, diabetes, athero-

sclerosis, and non-alcoholic fatty liver disease (NAFLD) (re-

viewed in Ueno and Komatsu [2017]; Zhang et al. [2018a]). While

these disorders involve genetic and epigenetic factors, excess

caloric intake and decreased physical activity are principal

driving forces, both of which suppress autophagy. Although

there are divergent reports of whether autophagy is enhanced

or suppressed in obesity, the preponderance of mouse genetic

data indicate that decreased autophagy facilitates the transition

fromobesity to diabetes and increases the risk of atherosclerosis

and NAFLD. Specifically, mice with whole-body partial mutation

or tissue-specific (liver or pancreas) deletion of ATG genes or

TFEB gain more weight when fed a high-fat diet and have an

increased propensity to develop systemic inflammation, dia-

betes, and hepatic steatosis (Fernández et al., 2017; Jung

et al., 2008; Lim et al., 2014; Settembre et al., 2013a; Singh

et al., 2009). In addition, mice with macrophage-specific deletion

of Atg5 are more prone to the development of atherosclerotic

plaques (Liao et al., 2012; Razani et al., 2012). In humans, genetic

variants of IRGM1, a gene required for assembly and activation

of the autophagy machinery, are associated with increased risk

of NAFLD (Lin et al., 2016). Moreover, patients with NAFLD

have elevated hepatic levels of Rubicon, an inhibitor of Beclin

1/VPS34 PI3KC3 activity, and hepatocyte-specific knockout of

Rubicon protects mice against high-fat-diet-induced impaired

autophagy and steatosis (Tanaka et al., 2016). Interestingly,

ethanol exposure also inhibits hepatocyte lipophagy by inacti-

vating Rab7 (Schulze et al., 2017), raising the question of

whether defective autophagy (lipophagy) may also contribute

to alcoholic fatty liver disease.

The precise mechanisms by which deficient autophagy (and

ATG gene functions) promote obesity and its metabolic compli-

cations are complex and may involve a variety of cell-intrinsic ef-

fects (e.g., nutrient metabolism; mitochondria, peroxisome, ER,

and lipid droplet homeostasis), cell-extrinsic effects (e.g.,

release of pro-inflammatory cytokines by aberrant inflamma-

some activation), and potentially, lack of feedback inhibition of

insulin and mTORC1 signaling pathways. The mechanisms by

which autophagy is inhibited during obesity are not well under-

stood but may involve a combination of abnormal lysosomal

function in cells with lipid accumulation (Koga et al., 2010) as

well as dysregulated endocrine signaling (Zhang et al., 2018a).

Autophagy is normally tightly regulated by neuroendocrine sig-

nals that are decreased (e.g., insulin and insulin-like growth fac-

tors) or increased (e.g., glucagon, fibroblast growth factor 21

[FGF21]) during fasting, and the initiation of and cellular response

to these signals are commonly dysregulated in obesity. In mice,

deficiency of the fasting hormone FGF21 impairs TFEB activa-

tion in hepatocytes, resulting in defective autophagic-lysosomal

function and increased lipid accumulation, demonstrating a

nutrient-sensing hormonal link between the FGF21-TFEB

signaling axis, lysosomal function, and lipid metabolism (Chen

et al., 2017). Interestingly, not only do neuroendocrine signals

regulate autophagy, but ATG genes may act within subpopula-

tions of neurons to regulate metabolism and feeding behavior.

Genetic ablation of certain ATG genes in hypothalamic proopio-

melanocortin neurons results in adiposity, glucose intolerance,

and hyperphagia (Coupé et al., 2012; Malhotra et al., 2015;

Quan et al., 2012). Postulated (and potentially non-autophagic)

mechanisms involve leptin resistance as well as defects in the

unconventional secretion of a-melanocyte-stimulating hormone.

Further studies are needed to determine whether general in-

ducers of autophagy, specific activators of lipophagy, and/or

regulators of anti-obesogenic CNS functions of ATG genes

may be useful in reducing the morbidity and mortality due to

obesity and its associated metabolic disorders. At least in

mice, nutritional interventions and physical exercise exert

favorable metabolic effects through ATG gene-dependent

mechanisms. The benefits of intermittent fasting on high-fat-

diet-induced loss of pancreatic cells are blocked in autophagy-

deficient Lamp2a�/� and Becn1+/� mice (Liu et al., 2017).

Moreover, the benefits of prolongation of the intermeal time in-

terval (i.e., feeding mice an isocaloric diet twice a day) on

adiposity, lipid levels, gluconeogenesis, and age/obesity-asso-

ciated metabolic defects are impaired in animals with knockout

of Atg7 in different organs (proopiomelanocortin neurons, hepa-

tocytes, white adipose tissue, skeletal muscle) (Martinez-Lopez

et al., 2017). The ability of chronic exercise to protect against

HFD-induced glucose intolerance is compromised in mice that

cannot increase autophagy by virtue of a knockin mutation in

Bcl-2 that prevents its disruption from Beclin 1 (He et al.,

2012). Physical exercise induces TFEB translocation into muscle

fiber nuclei, allowing muscle to adapt by changes in the expres-

sion of glucose transporters, glycolytic enzymes, and other

metabolism-relevant genes (Mansueto et al., 2017). Whether

TFEB activation is causally involved in exercise-induced autoph-

agy induction remains to be explored, but its dual role in

coordinating insulin sensitivity and glucose homeostasis during

exercise and as a master regulator of autophagic-lysosomal

function is intriguing. Thus, lifestyle interventions (e.g., dietary

and exercise) that are important interventions in preventing

metabolic disease may exert such effects, at least in part,

through autophagy.

Autophagy in Longevity

Genetic studies using yeasts, worms, flies, and mice demon-

strate the ATG genes are required for lifespan extension require-

ment in caloric restriction, loss-of-function insulin signaling,

and other conserved longevity paradigms (reviewed in Hansen

et al. [2018]). Systemic autophagy induction exerts anti-aging ef-

fects in worms, flies, and mice (López-Otı́n et al., 2016), and
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genetically engineered mice with constitutively increased auto-

phagy have extended lifespan and improved healthspan (e.g.,

leanness, increased insulin sensitivity, improved muscle func-

tion, reduced cardiac and renal fibrosis, and decreased age-

related spontaneous tumorigenesis) (Fernández et al., 2018;

Pyo et al., 2013). Interestingly, the offspring of people with

Figure 3. Diverse Biological Functions of Autophagy Genes Contribute to Their Roles in the Regulation of Mammalian Disease
Shown are themajor known biological functions ofATG genes and the broad categories of diseases that they regulate as predicted based onmouse experimental
data and human genetic associations. Below major disease categories, some representative specific diseases are noted. Many other examples exist but are not
shown due to space limitations.
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exceptional longevity have enhanced activation-induced T cell

autophagy and immune function compared to age-matched

controls (Raz et al., 2017). Autophagymay prevent aging through

improved organellar quality control and homeostasis (e.g., via

selective autophagy pathways such as mitophagy, lipophagy,

lysophagy, aggrephagy), enhanced insulin sensitivity, mainte-

nance of stemness, and promotion of genomic stability. Interest-

ingly, tissue-specific autophagy in certain tissues (e.g., in the

muscle, intestine, and brain) may also exert favorable effects

on longevity, potentially by modulating a range of inter-tissue in-

teractions (Hansen et al., 2018). It is possible that ATG genes

may have autophagy-independent effects that promote

longevity; for example, their roles in secretion and exocytosis

might contribute to inter-tissue effects.

Autophagy gene expression and lysosomal function decline

with aging in a range of tissues in worms, flies, and mammals

(including in human brains), resulting in an age-related decline

in autophagic capacity (Hansen et al., 2018). This age-related

decline likely contributes both to the aging process itself as

well as the development of age-related diseases such as neuro-

degenerative diseases and cancer. Aside from autophagy inhibi-

tion produced by obesity, it is not known what factors contribute

to this age-related decline. The molecular mechanisms underly-

ing age-related declines in distinct steps in the autophagic-lyso-

somal pathway is a fascinating area of future autophagy

research.

Concluding Remarks
Autophagy genes function in diverse cell biological pathways,

not only in autophagy but also in other processes, to exert wide-

spread physiological functions that protect mammals against

aging and a broad range of medically important diseases

(Figure 3). Accordingly, a large spectrum of mutations in genes

required for autophagy-related pathways have now been impli-

cated in the pathogenesis of human diseases (Table 1).

Some general mechanisms of disease pathogenesis emerge

from these links: (1) mutations in genes that regulate mitophagy,

such as PARKIN and PINK1, are causally linked to hereditary

forms of Parkinson’s disease (and also observed in some

cancers), suggesting a crucial role for the consequences of

impaired mitophagy (e.g., cellular ROS accumulation, mitochon-

drial DNA accumulation provoking cGAS/STING-dependent

inflammatory signaling); (2) mutations in genes encoding autoph-

agy adaptor proteins or their activating kinases (e.g., p62/

SQSTM1, optineurin, TBK) contribute to familial forms of amyo-

trophic lateral sclerosis, frontotemproal dementia, and primary

open glaucoma, implying a role for deficient selective autophagy

in their pathogenesis; (3) mutations in genes that disrupt lyso-

somal function perturb autophagy and contribute to lysosomal

storage disorders (including those with CNS and bone manifes-

tations), Alzheimer’s disease, and Parkinson’s disease; (4) muta-

tions in genes that disrupt autophagolysosomal fusion are often

associated with congenital neurodevelopmental disorders; (5)

mutations in genes that result in the accumulation of excess pro-

tein cargo (e.g., polyglutamine expansion proteins, presenilin 1,

amyloid precursor protein, aB-crystallin, a1-anti-trypsin) exceed

the turnover capacity of autophagy, leading to end-organ pro-

teotoxicity and degeneration; (6) hypomorphic mutations in

core autophagy or selective autophagy machinery increase the

risk of cancer; (7) dysregulated inflammatory signaling (as a

result of defective mitophagy and enhanced inflammasome acti-

vation and/or cGAS/STING-mediated interferon signaling) may

represent a common downstream event that contributes to dis-

eases that are associated with mutations in the autophagy

pathway (e.g., Crohn’s disease, Parkinson’s disease, SLE); (8)

specific disorders, such as Crohn’s disease, are associated

with several different mutations/polymorphisms in genes (e.g.,

ATG16L1, CALCOCO2/NDP62, GPR65, IRGM, LRRK2, NOD2)

that simultaneously compromise intertwined pathways (e.g.,

bacterial autophagy, inflammasome regulation, secretion of anti-

microbial peptides by Paneth cells) that govern their pathological

and clinical manifestations. These genetic links illustrate the

wide-ranging impact of autophagy-related pathways on distinct

cell types and homeostatic processes.

Therapeutic interventions may aim to restore the wild-type

function of the mutated protein, to reverse the specific defects

or downstream pathogenetic consequences caused by the

gene mutation, and/or to broadly upregulate autophagic activity

and lysosomal function. Preclinical studies in animal models with

mutations in genes that impair autophagy and lysosomal func-

tion will be necessary to determine the optimal therapeutic

approaches for diseases due to defects in autophagy-related

pathways. Moreover, the intriguing possibility emerges that

selectively enhancing or blocking autophagy-related sub-rou-

tines might indirectly influence other sub-routines, thus affecting

a therapeutically relevant ecosystem of intersecting pathways

involving ATG proteins.
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In the wake of the Human Genome Project (HGP), strong expectations were set for the timeline and
impact of genomics on medicine—an anticipated transformation in the diagnosis, treatment, and
prevention of disease. In this Perspective, we take stock of the nascent field of genomic medicine.
In what areas, if any, is genomics delivering on this promise, or is the path to success clear? Where
are we falling short, and why?What have been the unanticipated developments? Overall, we argue
that the optimism surrounding the transformational potential of genomics on medicine remains
justified, albeit with a considerably different form and timescale than originally projected. We
also argue that the field needs to pivot back to basics, as understanding the entirety of the geno-
type-to-phenotype equation is a likely prerequisite for delivering on the full potential of the human
genome to advance the human condition.

It is worth reminding ourselves that regardless of its impact on

medicine, the sequencing of the human genome represents a

monumental achievement. It is the blueprint that quite literally

specifies how to build a human, even if we do not yet fully un-

derstand the means by which it does so. To have gone from

observing the double helix to the assembly and rudimentary

understanding of the human genome’s 3 billion nucleotides

in 50 years is a stunning trajectory, with no obvious equivalent

other than our progression from the first powered flight to a

moon landing in about the same amount of time. Furthermore,

although it has only been 15 years since an achievement that

will be remembered for millennia, the Human Genome Project

(HGP) has already had scientific and economic impacts that

more than amply justify its cost (National Human Genome

Research Institute, 2013).

This praise notwithstanding, we should not forget that the

prioritization and cost of the HGP were justified by, and its

completion celebrated with, the setting of ambitious expecta-

tions about the time frame on which it would transform the

diagnosis, treatment, and prevention of a broad swath of

human diseases. In this Perspective, we attempt to take

stock of the progress made, as well as the hurdles to, the clin-

ical translation of the human genome—the nascent field of

genomic medicine. For the citizens that funded it, has the bet

of the HGP paid off? If it has not, will it ever? Is the value

proposition as originally laid out still justified, or do we need

to recalibrate?

This is a large topic to undertake, and we have organized this

review as follows. First, we summarize the key technological

developments since the HGP. Second, we consider the suc-

cesses and challenges to genomic medicine in four areas: com-

mon inherited diseases, rare inherited diseases, reproductive

health, and cancer (Figures 1 and 2). Finally, we take stock of

the field as awhole and suggest areas that warrant further invest-

ment to fully unlock its potential.

Beyond the HGP: From One to Millions of Human
Genomes
The HGP was completed in 2003 at an estimated cost of

$2.7 billion, primarily through the brute-force scaling of

automated Sanger sequencing of large insert clones, followed

by hierarchical assembly (International Human Genome

Sequencing Consortium, 2004). The commonplace use of the

article ‘‘the’’ in conjunction with ‘‘human genome’’ emphasizes

the nearly perfect similarity of individual humans to one another

(�99.9%) but downplays the millions of differences (�0.1%)

that make each of us genetically unique. However, the raison

d’etre for the field of human genetics lies not with our

similarities but our differences—more specifically, with disen-

tangling how our genotypic differences underlie our phenotypic

differences.

If there is one area where we have over-delivered as a field

since the HGP, it is in the development and deployment of tech-

nologies for ascertaining interindividual genetic differences. Two

technologies now critically underpin nearly every aspect of

genomic medicine. First, high-density DNA microarrays can be

used to genotype millions of specific positions in each of many

human genomes. Coupled with population-based maps of link-

age disequilibrium (LD), array-based genotyping enables the

ascertainment of most common genetic variation in a human

genome for a remarkably low cost (initially hundreds, now tens,

of dollars per individual) (Gunderson et al., 2005). Second,

massively parallel DNA sequencing technologies, which have

steadily improved since their introduction in 2005, can generate

billions of short sequencing reads within a day or less (Shendure

et al., 2017). Also known as next-generation sequencing (NGS),
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such platforms now permit the near-comprehensive ascertain-

ment of both rare and common genetic variation for about

$1,000 per individual (or a few hundred dollars, if one selectively

sequences the exome or coding regions of the genome). Impor-

tantly, both array-based genotyping and NGS depend heavily on

the availability of a high-quality reference genome such as the

one generated by the HGP, the former for designing probes

with which to query positions of common variation and the latter

for mapping short reads to, so as to localize bona fide variants

and distinguish them from sequencing errors. Of note, NGS

has also become an incredibly powerful tool for quantifying a

broad range of molecular phenomena, e.g., transcriptomes

(RNA sequencing, RNA-seq), protein-DNA binding (chromatin

immunoprecipitation sequencing, ChIP-seq), etc., essentially

through the counting of molecules (Shendure and Lieberman Ai-

den, 2012).

The precipitous rate at which genotyping and sequencing

costs have dropped was scarcely anticipated at the completion

of the HGP in 2003. Given that it has only been a few years since

the full maturation of these technologies, the number of humans

that have been already been genotyped by arrays or subjected to

exome or genome sequencing is staggering. Although a

comprehensive count is not easily achieved, it is estimated

that the number of individuals genotyped by direct-to-consumer

genealogy companies was less than 1million as recently as 2014

but 3 million by 2016 and 12 million by 2018 (Figure 3, left). The

number of individual humans whose genomes have been

sequenced is estimated to have gone from 1 in 2003 to over

50,000 by 2015 and over 1.5 million by 2018 (Figure 3, right).

Figure 1. Genomic Medicine throughout the

Human Life Cycle
There are many modalities for genomics to have an
impact on clinical care, with entry points for
application that span the human life cycle from
conception to death.

These trends are driven by distinct forces

in the research, medical, and direct-to-

consumer fields and do not show any signs

of abating. For example, large cohorts,

including nationwide efforts such as the

UK Biobank and US All of Us programs,

are collectively targeting the genome

sequencing of over 25 million humans

(Global Genomic Medicine Collabora-

tive, 2018).

Genomic Medicine / Common
Disease
Whether fairly or not, much of the discus-

sion about the perceived shortcomings

of genomic medicine has centered

on genome-wide association studies

(GWASs). In brief, most genetic variants

in individual human genomes are common

(allele frequency > 1%), leading to the hy-

pothesis that our individual genetic risk

for common diseases derives mostly from common variants,

as opposed to the rare variants or de novomutations that under-

lie Mendelian disorders (Manolio et al., 2009). The GWAS frame-

work, first proposed by Risch and Merikangas in 1996 as an

alternative to linkage studies (which had succeeded for Mende-

lian diseases but largely failed for common diseases), is de-

signed to detect even subtle associations between common

variants and common diseases on a systematic, genome-wide

basis (Risch andMerikangas, 1996). Around 2005, several devel-

opments converged to enable well-powered GWAS, including

public catalogs of common human genetic variants, initial

maps of LD among common variants in human populations,

and cost-effective array-based genotyping technologies (Collins

et al., 1997; Gunderson et al., 2005; International HapMap

Consortium, 2005). Over the ensuing decade, through the

genome-wide genotyping of increasingly large cohorts of cases

and controls, the imputation of additional genotypes based on

LD maps, and the application of appropriately corrected statisti-

cal tests, the field has collectively discovered over 100,000

unique, robust associations between common variants and

common diseases (Burdett et al., 2018).

This sounds like success—why are we so unhappy? It is worth

taking a step back and asking: for what reasons do we want to

investigate the genetic basis for common human diseases in

the first place? One motivation is risk prediction—that is, using

genetic factors to better stratify which individuals are at higher

risk for specific common diseases, which may facilitate preven-

tative measures and/or the better allocation of resources across

a heterogeneously susceptible population. A second motivation
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is target identification, grounded in the view that our historical

approach to understanding the pathogenesis of common dis-

eases has been largely ad hoc and therefore prone to false pos-

itives and negatives. In contrast, GWASs provide a systematic,

genome-wide approach for identifying genes that play a role in

each disease. As this should result in a longer, higher-quality

list of potential drug targets, GWASs were/are expected by

some to accelerate our ability to develop effective therapies.

So what has gone wrong? A first challenge, primarily to the

goal of risk prediction, has been that with few exceptions, the ge-

netic component of common human disease risk consists of an

extremely large number of variants of small effects, the vast ma-

jority of which would require astronomically large study sizes to

definitively implicate. A subset of these weakly associated vari-

ants achieves genome-wide significance, but the effect sizes

are usually modest even for these, and they have limited predic-

tive power whether taken individually or considered together.

A second challenge is that for most common diseases,

genome-wide-significant common variants turn out to explain

only a small minority of their heritability. This was recognized

relatively early in theGWAS era, andmany potential explanations

were put forth (Manolio et al., 2009). A leading hypothesis that

emerged was that rare variants might explain a substantial

fraction of this ‘‘missing heritability,’’ motivating large-scale

exome- and genome-sequencing studies of common diseases.

However, even when reasonably well-powered studies are con-

ducted, this hypothesis has not borne out, or at least not yet. For

example, in type II diabetes, it was shown that lower-frequency

variants are collectively likely to contribute less to heritability

than common variants (Fuchsberger et al., 2016). Recently, the

mystery of missing heritability has been solved to a large extent

by the demonstration that common variants as a class account

for a much larger proportion of heritability than the subset that

achieve genome-wide significance (Yang et al., 2010).

A third challenge, primarily to the goal of therapeutic target

identification, has been that the same LD structure that makes

GWAS considerably cheaper to execute ironically limits its reso-

lution, the consequence being that we have succeeded in

implicating tens of thousands of haplotypes rather than tens of

thousands of specific variants. Although considerable effort

has been invested in fine-mapping, the task of confidently

dissecting which variants are causally responsible for each

Figure 2. Past Milestones for Genome Sciences and Genomic Medicine
A timeline on selected milestones in the progression of the genome sciences (left) and genomic medicine (right).
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observed association between a haplotype and a common dis-

ease can be maddening.

A fourth challenge, alsomore relevant to thegoal of target iden-

tification, is that the vastmajority of theGWAS-definedheritability

signal partitions to non-coding regions of the genome, andmuch

of it to cell-type-specific regulatory elements (Finucane et al.,

2015). As most enhancers are not definitively linked to genes,

even if one is successful in pinpointingacausal regulatory variant,

identifying the gene through which it mediates its subtle effects

on disease risk, not to mention the mechanisms by which

the gene acts, represents additional hurdles. A major rate limiter

to further progress in this field is that we lack scalable solutions

for any of these tasks, in part because they require non-trivial ex-

periments incorporating disease-specific biology.

A fifth challenge, raised in a recent perspective by Boyle &

Pritchard, is that gene regulatory networks are so densely inter-

connected, and GWAS so well-powered to detect subtle effects,

that many bona fide associations may be due to genes that sub-

tly impact genes in core pathways but themselves are only

peripherally relevant to the phenotype (Boyle et al., 2017). An

implication of this ‘‘omnigenic’’ model is that many if not the

vastmajority of GWAS signals, even if successfully fine-mapped,

may not meaningfully inform target identification nor our under-

standing of disease.

Finally, as the cohorts required to identify additional GWAS

signals grow larger and larger, a broader question is when do

we stop caring? How can one credibly argue for the marginal

value of the 100th significant association with type II diabetes,

when the vast majority of the first 99 have larger effect sizes

but have yet to be effectively followed up onwith respect to iden-

tifying the causal variants and genes?

On one hand, we feel that these are fair concerns to raise, pro-

vided that they are raised constructively. At the same time, for a

goal as audacious as dissecting the basis of all common human

diseases, we should not expect that the solution to every

obstacle should have been established in advance, or we would

have never gotten started. Furthermore, despite these non-trivial

challenges, we actually remain quite positive with regard to the

ultimate impact that GWASs will have on the diagnosis, treat-

ment, and prevention of common diseases. There are four

main reasons for our optimism.

First, it is retrospectively unsurprising that many of the stron-

gest GWAS associations came early, as smaller studies were

only powered to detect large effects, and large effects seem

more likely to be mediated through core genes and pathways.

The vast majority of GWASs have been conducted in European

populations (Visscher et al., 2017), and with the exception of

some unique subpopulations, we are skeptical of the marginal

value of ever-larger studies in these same populations for the

purpose of gene discovery. However, each non-European pop-

ulation represents a fresh source of variants common to that

population, and comparatively smaller studies in these popula-

tionsmay yield additional large-effect signals (presumably easier

to fine-map and more likely to be therapeutically relevant) for a

reasonable cost. Furthermore, smaller studies in populations

with less LD (e.g., African ancestry) can facilitate the fine-map-

ping of associations identified in other populations (Willer

et al., 2013).

Second, there are an increasing number of clear examples of

GWASs shedding light on the specific pathways and cell types

that are most relevant for particular common diseases, of asso-

ciation signals being followed up on to implicate specific variants

and genes, and of these insights having meaningful conse-

quences for how the disease will be approached from a drug-

discovery perspective. These are reviewed elsewhere (Visscher

et al., 2017), but a particularly compelling example is the use of

GWAS together with Mendelian randomization to convincingly

demonstrate that the associations of LDL cholesterol and triglyc-

eride levels with coronary artery disease (CAD) reflect causal

relationships, whereas the association of HDL cholesterol levels

with CAD does not (Do et al., 2013; Voight et al., 2012). A more

general observation is that the pharmaceutical industry is an

increasingly sophisticated consumer of GWAS analyses in order

to make maximally well-informed decisions about target

selection for drug discovery (Nelson et al., 2015). On a related

topic, the list of genetic variants that impact drug response,

i.e., pharmacogenomic interactions, is growing, with many of

the newer discoveries made via GWASs (Motsinger-Reif et al.,

Figure 3. Exponential Growth in Genomic Testing
We show estimates of number of individuals that have been received genetic testing in the form of direct-to-consumer microarrays (DTC) and non-invasive
prenatal testing (NIPT) (left) and whole-genome sequencing (WGS) (right) as a function of time. For NIPT, estimates are fromChiu et al. (2008), Fan et al. (2008), Liu
et al. (2018), and Yuzuki (2015). For DTC and WGS, estimates are from Illumina (personal communication), with estimates of WGS based on equivalents of 30X
coverage.
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2013). Of note, despite their clear clinical utility and often large

effect sizes, pharmacogenomics has been slow to achieve clin-

ical adoption, illustrating how the science is often only the first of

many challenges.

Third, although we are still far from where we need to be, the

toolkit for identifying the variants and genes that causally under-

lie GWAS signals is steadily improving. These include statistical

methods that incorporate biochemical annotations (to identify

which variants lie in bona fide regulatory regions), expression

quantitative trait locus (QTL) studies (to locate genes whose

expression is modulated by the same haplotype as a disease),

massively parallel reporter assays (to pinpoint variants with

regulatory effects), and CRISPR/Cas9 genome editing (to test

the functional consequences of a specific variant, or potentially

libraries of variants, in their endogenous genomic context).

Methods are also advancing for linking regulatory elements to

the gene(s) that they regulate, e.g., by 3C-based identification

of ‘‘loops’’ or by coupling CRISPR/Cas9 perturbations and

single-cell readouts (Gasperini et al., 2019; Mumbach et al.,

2016). To date, such tools have been applied to investigate

only a small number of GWAS signals. However, as they become

more widely used and more scalable, the number of common

disease associations for which the causal variants and genes

are known is likely to grow.

Fourth, as long evidenced by plant and animal breeding

programs, we need not restrict ourselves to genome-wide

significant associations to build phenotypic predictors from

GWAS results. Polygenic risk scores (PRSs) are not a new

concept (Wray et al., 2013), but an increasing number of studies

are showing that PRSs that incorporate information from com-

mon variants throughout the genome (including from vast

numbers of single nucleotide variants [SNVs] that fail to achieve

genome-wide significance) achieve reasonable performance in

stratifying risk for complex diseases in humans. For example,

Khera et al. recently reported that a PRS trained on a portion

of the UK Biobank (training set) identifies 2.5% of the remaining

participants (test set) that are at 4-fold higher risk for CAD,

essentially equivalent to monogenic hypercholesterolemia but

impacting a much larger proportion of the population (Khera

et al., 2018). Analogous results were obtained for breast cancer

and obesity. Through PRS, we may more effectively deliver on

the HGP’s promise of better predicting individual risk for com-

mon diseases, without necessarily requiring any understanding

of the biology on which those predictors are based.

In summary, with respect to the genetic study of common dis-

eases, the glass is both half empty and half full. We are not saying

that there is not more to be learned from additional GWASs, but

in a world of finite resources, we should be skeptical of the

commitment to ever-larger GWASs of specific diseases when

we are already drowning in robust associations that remain

incompletely followed up on. It is clear that following up bona

fide associations can provide insights, both for biology and

drug discovery. Shifting resources toward developing and

implementing the necessary computational and experimental

tools for pinpointing the specific variants, genes, and mecha-

nisms that underlie established association signals should be

prioritized, in hopes of finishing our incomplete sentences at a

faster rate than we are starting new ones. A qualification is that

the developments around PRSs, which are potentially clinically

useful without requiring fine-mapping or biological understand-

ing, are exciting and warrant further exploration. It is notable

that the training and validation of PRSs for a broad range of

human traits and diseases has been strongly enabled by the

effectively unrestricted availability of a massive, population-

scale cohort, the UKBiobank (Bycroft et al., 2018). Such cohorts,

and their amalgamation, likely represent the future of common

disease genetics, as opposed to disease-specific cohorts.

Genomic Medicine / Rare Disease
An area in which the glass is clearly much fuller is that of rare dis-

ease. It is estimated that there are �7,000 Mendelian or mono-

genic disorders that collectively impact �0.4% of live births

(�8% if congenital anomalies are included) but account for a

much larger proportion of morbidity and mortality (e.g., by one

study, 71% of pediatric hospital admissions) (Baird et al.,

1988; Chong et al., 2015; McCandless et al., 2004). To

better serve these patients as well as to advance knowledge, a

defining quest for human genetics has been to comprehensively

delineate the genetic basis of Mendelian disorders. In the era

prior to the HGP, linkage mapping followed by arduous molecu-

lar cloning was used to ‘‘solve’’ over 1,000 Mendelian disorders.

The reference human genome greatly accelerated the latter task,

enabling a steady rate of discovery throughout the 2000s. Since

2009, exome or genome sequencing, facilitated by NGS, the

reference human genome, and catalogs of common genetic vari-

ation, have driven a renaissance in this field (Choi et al., 2009;

Hoischen et al., 2010; Ng et al., 2009). These approaches have

been particularly useful for diseases whose inheritance

patterns are not amenable to linkage analysis, e.g., those pre-

dominantly caused by de novo dominant mutations or somatic

mosaicism, resolvable by ‘‘trio-based sequencing’’ of unaffected

parents and an affected offspring.

One of the larger surprises of this renaissance has been

the substantial proportion of cases of neurodevelopmental

disorders—in particular, diagnoses of intellectual disability (ID)

and/or autism spectrum disorder (ASD)—that are attributable

to de novo mutations. For example, it was recently estimated

that de novo events including point mutations and copy-number

variants (CNVs) account for at least 30% and possibly as much

as 60% of simplex ASD (Iossifov et al., 2014). Although the

waters muddy considerably for patients in whom causal

mutations cannot yet be identified, both Mendelian disease

and neurodevelopmental disorders are broadly considered to

be areas of solid and ongoing success, at least with respect to

elucidating the underlying genetic factors.

For Mendelian and neurodevelopmental disorders, NGS,

coupled with the reference human genome, are transforming

not only gene discovery but also how clinical diagnoses are

made. Particularly given that the diagnosis of many or most

Mendelian disorders based on clinical features alone remains

challenging, directly sequencing a patient’s and/or family’s

exome(s) can provide a definitive answer and circumvent so-

called diagnostic odysseys. A landmark study in 2013 showed

that�25% of probands with potentially genetic conditions could

be diagnosed by exome sequencing, a proportion that will only

rise as our understanding of monogenic disease becomes
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more comprehensive (Yang et al., 2013). A more recent study

from the same group showed that over one-third of cases that

were unsolved by a standardized pipeline could be resolved by

focused investigation (Eldomery et al., 2017).

A recurrent criticism is that diagnoses are not terribly useful

when ‘‘cures’’ are not available, as is the case for the vast major-

ity of Mendelian diseases. This is misguided, as accurate

diagnoses can provide meaningful resolution for patients and

families, connect them to disease-specific support networks,

inform prognosis and co-morbidities, and facilitate family

planning. For ID and ASD as well, ‘‘molecular stratification,’’

i.e., the identification of what specific gene underlies a particular

patient’s condition, is useful for exactly the same reasons (Ber-

nier et al., 2014).

Particularly given the contribution ofMendelian disorders to in-

fant mortality in developed countries (by one study, 23%of infant

deaths), the pioneering efforts of Kingsmore and colleagues to-

ward sub-24 h diagnoses of rare genetic conditions in neonatal

intensive care unit (NICU) patients warrants mention. Studies

from multiple groups have shown that rapid whole-genome

sequencing can result in diagnoses for as many as half of acutely

ill inpatient infants, informing clinical management as well as

reducing inpatient costs in about half those cases. Given the

stakes, we would be unsurprised to see this further develop

into the standard of care in the near future (Farnaes et al., 2018;

Meng et al., 2017; Saunders et al., 2012; Willig et al., 2015).

A noteworthy set of genes are the 59 designated by the Amer-

ican College of Medical Genetics (ACMG) to be sufficiently

‘‘medically actionable’’ so as to merit reporting as secondary

findings in the context of clinical genetic testing done for other

purposes (Kalia et al., 2017). The paradigmatic examples from

the ACMG 59 are BRCA1 and BRCA2, wherein pathogenic

mutations are associated with early-onset breast and ovarian

cancers, the risk for which can bemitigated by appropriate inter-

ventions (e.g., mastectomy, oophorectomy). Other examples

include BMPR1A and SMAD4, wherein pathogenic mutations

are associated with polyps and ultimately colon cancer,

morbidity from which can be mitigated by frequent screening.

Genes like BRCA1 and BRCA2 have already been sequenced

in millions of individuals; most other genes on this list are far

behind but are increasingly included on gene panels and natu-

rally ascertained through exome or genome sequencing.

Although the development of guidelines for reporting and action-

ability around these genes is an unquestionably positive devel-

opment, at least two major challenges remain.

A first challenge is that of variant interpretation. A key distinc-

tion between secondary findings in ACMG 59 genes versus

conventional findings in Mendelian disorders is that with the

former, the patient has not yet developed the phenotype, such

that the prior probability that a rare variant or de novo mutation

is pathogenic is much lower. Although nonsense mutations are

generally interpretable as pathogenic, missense and other muta-

tions in these genes are typically classified as variants of

unknown significance (VUS), a label that is confusing for physi-

cians and anxiety-provoking for patients. Particularly as

sequencing is extended to ever-larger populations, and as

more genes become medically actionable, the number of VUS

will exponentially grow (Starita et al., 2017). The problem is miti-

gated by public data sharing, but by no means solved, as the

vast majority of rare variants may occur in only a handful of living

humans, insufficient for the definitive assignment of risk. Toward

solving this, we and others are pursuing scalable approaches for

experimentally testing the functional consequences of variants,

the vast majority of which have yet to be observed in a patient,

via in vitro assays that capture the gene’s disease-relevant

function (Starita et al., 2017). As one example, for BRCA1, we

and colleagues recently used saturation genome editing to

experimentally test >96% of all possible SNVs in the gene’s

RING and BRCT domains, with results that strongly correlate

with available clinical interpretations (Findlay et al., 2018).

A second challenge is that of penetrance, i.e., the proportion of

individuals with amutation in a gene that will actually express the

associated phenotype. Historically, we have estimated the

penetrance of mutations in genes such as BRCA1 and BRCA2

by studying patients and their families. However, these families

may be enriched for modifiers in a way that results in penetrance

being overestimated. Through cohorts such as the UK Biobank

and All of Us, sufficiently powered studies on unselected

populations are increasingly realistic, potentially allowing for a

correction of penetrance estimates for genes such as BRCA1

and BRCA2 and the first such estimates for rare diseases for

which they have heretofore not been possible. On a related point,

it seems that we will increasingly be in a position to identify and

exploit modifiers of penetrance for disorders caused by rare var-

iants. There is accumulating evidence that common genetic var-

iants, in aggregate, are formidable modifiers of penetrance and

expressivity. For example, BRCA1 mutation carriers can be

stratified into those at high versus low risk for breast or ovarian

cancer on the basis of common variants (Couch et al., 2013).

Common genetic variants also appear to contribute substantially

to risk for neurodevelopmental disorders including autism (Niemi

et al., 2018; Weiner et al., 2017). These findings suggest that the

PRS approach highlighted above will be relevant for not only

common diseases but also Mendelian and neurodevelopmental

disorders.

In the past few years, with increasing investment from pharma

in rare diseases (Litterman et al., 2014), the second coming of

gene therapy (Dunbar et al., 2018), and the third wave of genome

editing platforms (Gaj et al., 2013), there is justified excitement

about the development of therapies, and possibly even cures,

for select Mendelian disorders. A full consideration of these is

beyond the scope of this Perspective, but we briefly highlight

four examples. (1) Cystic fibrosis: In 2011, over 2 decades after

the gene underlying cystic fibrosis (CF) was mapped, a new

drug, ivacaftor, was demonstrated to be efficacious in improving

lung function for CF patients bearing a mutation for which the

drug was designed (Ramsey et al., 2011). Compounds directed

at modulating the activity of other CFTR alleles, e.g., lumacaftor

for the common delta-F508 mutation, are actively being devel-

oped. (2) Sickle cell anemia: A recent single-patient report

described effective, sustained remission of sickle cell anemia

subsequent to lentiviral transfer of an antisickling beta-

globin variant (Ribeil et al., 2017). (3) Hemophilia: A recent phase

1-2 trial in patients with severe hemophilia A showed that a single

dose of an adeno-associated virus (AAV) vector bearing human

F8 consistently resulted in stable levels of factor VIII, reduced
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bleeding, few adverse events, and no neutralizing antibodies

(Rangarajan et al., 2017). (4) Muscular dystrophy: Although still

unpublished, early results from three patients with Duchenne

muscular dystrophy, treated by AAV delivery of a shortened

form of dystrophin, included surprisingly high dystrophin levels,

reduced creatine kinase, and anecdotes of massive clinical

improvement (Herper, 2018). These and other recent reports,

together with major recent investments in the clinical translation

of genome editing, suggest that we are in for an exciting few

years in this space. Although Mendelian diseases are rare, and

it will likely only be a small subset for which effective treatments

will be developed in the near future, their impact on young pa-

tients and their families can be profound and should not be dis-

counted. These developments also illustrate the decades-long

road, but one that can ultimately prove very worthwhile, between

the basic science of mapping disease genes and the transla-

tional science of developing effective therapies.

The study of rare diseases can also havemajor implications for

common diseases, including for guiding therapeutic strategies.

The classic example is familial hypercholesterolemia, an auto-

somal dominant condition whose mapping to the LDL receptor

helpedmake the case for statins, now used bymillions of individ-

uals for primary prevention of atherosclerotic cardiovascular dis-

ease (Stossel, 2008). A more recent example is PCSK9, wherein

loss-of-function (LOF) mutations are associated with lower

cholesterol, motivating the development of agents to inhibit its

protein product, several of which were recently shown to be

effective in lowering LDL cholesterol levels more effectively

than statins (Chaudhary et al., 2017).

Motivated by these and other successes, there are now

several efforts to systematically discover instances in

which LOF mutations in living humans might inform drug

development. For example, through ‘‘hypothesis-free’’ exome

sequencing of a cohort of �50,000 individuals for which

healthcare records were available, Dewey and colleagues

discovered that heterozygous LOF mutations in ANGPTL3

were associated with lower cholesterol levels. Correspond-

ingly, a monoclonal antibody against this same gene lowered

cholesterol in animal models and healthy human volunteers

(Chaudhary et al., 2017; Dewey et al., 2017).

Whereas heterozygous LOF carriers for nearly any haplosuffi-

cient gene can be found in such large cohorts, there are also ef-

forts underway to leverage high levels of consanguinity in some

populations to identify and deeply phenotype humans bearing

homozygous LOFmutations for as many genes as possible (Per-

digoto, 2017). As an unconventional example of how insights

from such homozygous LOF patients can inform even common

infectious diseases, consider CCR5, a gene for which LOF re-

sults in resistance to HIV acquisition. A brilliant study showed

that a stem cell transplant from a donor with homozygous LOF

ofCCR5 to a patient with HIV resulted in long-term control of viral

load without antiretroviral therapy (Hütter et al., 2009). An

obvious next step to explore is whether gene editing of CCR5

in autologous cells is an effective strategy for long-term control

of HIV (Tebas et al., 2014), i.e., as a potential alternative to life-

long antiretroviral treatment.

Most of the threads on the road between rare disease genetics

and effective therapies for rare and common diseases are still

works in progress. However, there is now ample reason, much

more so than even 2 years ago, to believe that a reasonable frac-

tion of them will succeed.

GenomicMedicine/ Prenatal and Reproductive Health
Nowhere has the impact of genomic medicine on clinical prac-

tice been stronger than in prenatal and reproductive diagnostics.

A sea change has already occurred in non-invasive screening for

fetal trisomies (i.e., non-invasive prenatal testing, NIPT), both in

terms of the screening methodologies themselves and in the

risk categories of the pregnancies being tested. Assisted repro-

ductive technology is offering prospective parents increasing

quantities of genetic information on fertilized embryos before

implantation. However, the information provided can sometimes

complicate, rather than clarify, clinical decision-making. In this

section, we briefly summarize the technologies underlying these

tests, the types of information they provide to clinicians and

patients, and the implications—clinical and ethical—of their

continued growth.

Following its discovery in 1948 (Mandel and Metais, 1948),

plasma-borne DNA remained essentially a curiosity until the dis-

covery that the variable tissue sources of these fragments pro-

vide a window into malignancy and pregnancy (Leon et al.,

1977; Lo et al., 1997; Stroun et al., 1987). While non-invasive

screening for fetal abnormalities is not new, the accuracy and

resolution of cell-free DNA (cfDNA)-based genetic tests for tri-

somies led to their emergence as the fastest adopted molecular

test in the history of medicine and arguably the largest success

story of genomic medicine to date. NIPT directed at identifying

common fetal aneuploidies include ‘‘chromosomal counting’’

methods based on low-pass whole-genome sequencing

(Chiu et al., 2008; Fan et al., 2008), targeted sequencing deriva-

tives that potentially reduce the likelihood of incidental findings

(Sparks et al., 2012; Zimmermann et al., 2012), and purely micro-

array-based assays (Juneau et al., 2014). The performance of

tests implementing each of these approaches has been consis-

tently strong in both high- and low-risk cohorts (Bianchi et al.,

2014; Dar et al., 2016; Norton and Wapner, 2015), which has,

together with the comparatively poor performance of contempo-

rary alternatives, no doubt accelerated their widespread and

rapid adoption.

The resolution of NIPT continues to improve, enabling clini-

cians to evaluate the risk of additional classes of genetic lesions

beyond chromosomal aneuploidy. Recently, cfDNA-based tests

able to detect sub-chromosomal abnormalities, such as micro-

deletions implicated in Prader-Willi or Angelman syndromes,

were described and added to some existing commercial NIPT

offerings (Srinivasan et al., 2013; Wapner et al., 2015). These

tests mirror the growth in non-invasive testing for single-gene

disorders, wherein the detection of specific risk alleles is ob-

tained through more targeted means (Camunas-Soler et al.,

2018). In proof-of-concept studies, we and others have shown

that the whole-genome sequence of a fetus can be ascertained

with samples obtained non-invasively from the parents (Chan

et al., 2016; Fan et al., 2012; Kitzman et al., 2012). For prospec-

tive parents with difficulties with conception or with known risk of

recessive disease, preimplantation genetic diagnosis (PGD)

offers the in vitro fertilization and profiling of multiple embryos
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prior to implantation. Mirroring the advances in NIPT, the

resolution of PGD has increased in recent years, such that deter-

mination of the whole genome of each embryo is now possible

(Hou et al., 2013; Kumar et al., 2015).

Looking forward, it seems plausible to suggest that the future

of reproductive genetics may be a single, comprehensive test

that simultaneously interrogates a pregnancy or fertilized zygote

for aneuploidy, structural variants, and inherited variants or de

novo mutations potentially causing any one of the >3,000 Men-

delian disorders with known causes. While such whole-genome

tests are technically within reach, multiple challenges remain to

their widespread adoption. First and foremost is the challenge

of interpretation of exhaustive test results: given the inevitably

large number of VUSs as well as the challenges in quantifying

penetrance discussed above, how much information is too

much for a clinician, a genetic counselor, or a prospective

parent? Second, substantial technical and logistical obsta-

cles—including experimental complexity, scalability, necessary

expertise, and cost—remain significant impediments to clinical

adoption. Finally, the ethical considerations surrounding prena-

tal testing, which are not unique to cfDNA-based NIPT, are

magnified in light of increasing resolution as well as the develop-

ment of PRS, with potential for prenatal prediction of adult-onset

diseases as well as non-disease traits. Greater scrutiny and reg-

ulatory oversight of the reproductive genetics industry is sorely

needed.

Genomic Medicine / Cancer
The public’s perception of the successes and struggles of

genomic medicine has largely focused on cancer, which com-

petes with heart disease for status as the leading cause of death

in developed countries. Here, we consider cancer separately

from other common diseases, because although there are

inherited factors that can modulate risk (e.g., common variants,

BRCA1 mutations, etc.), it is ultimately a disease of somatic

mutation. With NGS and projects such as The Cancer Genome

Atlas (TCGA), the past decade has witnessed enormous strides

toward comprehensively cataloging the genes and mutations

that can serve as drivers of oncogenesis, essentially by exome

or genome sequencing of thousands of tumor-normal matched

sample pairs. A recent pan-cancer analysis across the entire

TCGA dataset identified a consensus list of 299 driver genes of

common cancers (Bailey et al., 2018). Furthermore, we have

not yet saturated discovery of such drivers, potentially moti-

vating a much larger version of the TCGA (Lawrence et al.,

2014). However, given finite resources and analogous to

GWASs, one wonders about the marginal value of the 300th

driver gene, which is likely mutated in only a very small fraction

of cancers, particularly when the first 299 remain understudied

and therapeutically underexploited. Nonetheless, the catalog

achieved to date is a wonderful accomplishment, a necessary

prelude to a rational attack on the so-called emperor of

maladies.

Far more so than in the other areas discussed above, driver

genes and mutations in cancer provide clear molecular targets

for therapeutic agents. The paradigmatic example is that non-

small cell lung cancers with activating somatic mutations in the

EGFR kinase, but not those without, are effectively treated with

the EGFR kinase inhibitor gefitinib (Paez et al., 2004). Taking

the TCGA as a reasonably representative broad survey, about

half of common tumors contain one or more clinically relevant

mutations, predicting sensitivity or resistance to specific agents

or suggesting clinical trial eligibility (Bailey et al., 2018). But how

efficacious are such ‘‘precision therapies’’? On the one hand,

there are accumulating anecdotes of patients who have had

remarkable responses, including complete remissions, to agents

whose selection was guided by genomic information. On the

other hand, to the extent that it has been systematically studied,

treating patients with therapies that are molecularly matched to

their tumors more typically extends progression-free survival

by weeks or months, rather than years (Radovich et al., 2016;

Wheler et al., 2015). Clearly, at least for the vast majority of can-

cer patients, we have yet to deliver.

Cancer immunotherapy—leveraging the immune system to

treat cancer—is an overlapping area showing terrific promise.

It has many modalities, one of which is to actively reengineer a

patient’s immune cells to target tumor-specific antigens, and

another of which involves vaccination with ‘‘neoantigens,’’ i.e.,

peptides that are unequivocally unique to the tumor because

they arose through somatic mutation. For the latter, a combina-

tion of exome sequencing and computational design can be

used to generate a set of patient- and tumor-specific epitopes

that are predicted to bind MHC class I and induce T cell-medi-

ated immunity. In a recent small-scale study, four of six stage

III/IV melanoma patients treated with such immunogenic per-

sonal vaccines followed by surgery had no recurrence 25months

post-vaccination, while the two that recurred were effectively

treated with checkpoint blockade (Ott et al., 2017). This kind of

approach obviously requires testing on larger numbers of pa-

tients and more tumor types before its efficacy is proven, but it

potentially represents a new genome-centric paradigm for can-

cer treatment.

The observation that the early detection of many common

cancers leads to substantially better outcomes predated the

genomic era; this is of course the motivation for screening mea-

sures including colonoscopy andmammography. Even for those

cancer types for which screens are available, the modest pro-

portion of cases detected when the tumor is localized—less

than four in ten colorectal tumors, and about six in ten breast

cancers—argues both for the refinement and continued use of

existing screening methodologies and for the development of

new, minimally invasive biomarkers (Noone et al., 2018). As

such, there has been considerable investment over the past

decade into the use of DNA as such a biomarker—not just for

early detection but also for detection of recurrence, for moni-

toring response to treatment, and as a companion diagnostic

to select appropriate therapies.

Tumors shedDNA, just like a fetus or placenta sheds DNA, into

circulation. This circulating tumor DNA (ctDNA) reflects the

mutational profile of the tumor: the ensemble of somatic point

mutations, copy-number changes, aneuploidy, and other

genomic aberrations that distinguish the tumor from the healthy

tissue. In the context of late-stage cancer recurrence detection,

the presence of disease can be surveilled via the ctDNA in

bespoke fashion by first sequencing the patient’s tumor, i.e.,

after a conventional biopsy, to define a list of mutated loci to
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follow over time, or in a more generic assay focused on regions

commonly mutated across many cancers. Whether either of

these approaches will translate to the goal of early detection is

less clear, owing to a number of factors. First, the proportion of

ctDNA in the circulation is, on average, substantially lower for

early, localized tumors than for the late-stage tumors typically

monitored in this way (Bettegowda et al., 2014; Haque and Ele-

mento, 2017). Second, the bespoke model is effectively impos-

sible to apply to early detection, and approaches based on lists

of the most frequent mutations are inherently limited in their

scope. Third, the bar is high for the performance characteristics

of a screening test that will be applied to healthy individuals, and

appropriately so, as each false positive will incur unnecessary

anxiety and expensive follow up. Fourth, some recent studies

suggest that for at least some cancer types, metastases

may be seeded through early-stage dissemination (Hosseini

et al., 2016).

Of course, these reasons for caution are balanced in part by

countervailing reasons for optimism. First, any meaningful shift

toward earlier detection, even if it falls short of stage I, is likely

to improve outcomes for a broad range of cancer types. Second,

complementary strategies being developed by us and others

involve focusing on epigenetic signals, such as aberrant ctDNA

fragmentation or methylation, as additional sources of informa-

tion that can be used to detect the presence of a tumor and

localize it to an anatomical compartment (Guo et al., 2017;

Snyder et al., 2016; Sun et al., 2015). Third, even further addi-

tional signals, e.g., protein biomarkers, can be combined with

information from ctDNA to improve predictive performance

(Cohen et al., 2018). Fourth, even further information from the

same patient (e.g., monitoring of their immune system, their like-

lihood of disease based on medical history, other risk factors, or

even their PRS for each cancer type), could effectively be used

as a prior while interpreting the results of a ctDNA screening test.

Initially, such screens are likely to be focused on detection of a

specific type of tumor, for example, measuring promoter methyl-

ation of SEPT9 for colorectal cancer (deVos et al., 2009) or quan-

tifying circulating fragments of the Epstein-Barr viral genome for

nasopharyngeal carcinoma (Chan et al., 2017). Indeed, such

tests are already in limited clinical use, either in geographic areas

with high incidence of a certain cancer or in patient groups

reluctant to be screened by more established means. Looking

forward, one possible outcome is the development of a pan-can-

cer (or at least multi-cancer) screen capable of simultaneously

detecting and localizing a large number of tumor types at early

stage. Even a partial achievement of this goal has the potential

to radically change the way that we screen for cancer.

The Future of Genomic Medicine
Amidst the excitement around the HGP, there was perhaps a

naive hope that the human genome would somehow magically

solve everything. It obviously has not—but it is having an impact.

We have gone from sequencing one human genome to over a

million, with tens of millions more genotyped, in just 15 years.

We have a more grounded understanding of the complexities

of the genetic component of common disease risk, including

the roadblocks between association signals and the develop-

ment of meaningful therapies. We have a vastly more compre-

hensive catalog of the molecular lesions underlying cancer and

can apply ‘‘precision therapies’’ in as many as half of patients,

albeit only to be stymied in nearly all cases by cancer’s remark-

able ability to evolve. We are on the path to understanding the

genetic basis of nearly all Mendelian disorders and to making

meaningful impacts on the lives of those patients through diag-

noses and, for at least a small subset of patients, through cures.

In retrospect, the initial expectations were clearly set too high.

But at the same time, what we have accomplished, and the

trajectory that we are on as a field, are nothing to sneeze at.

Furthermore, in certain areas (e.g., the cost of sequencing,

NIPT, Mendelian disease), the field has advanced much more

quickly than anyone anticipated.

We should not shy from setting high expectations, but one

concern about promising aggressive timelines for therapies

and cures is that it results in an excessive focus on often-unreal-

istic short-term objectives, which is in turn a disservice to the

longer journey that this inevitably will be. Furthermore, as NGS,

genome editing, and other breakthroughs clearly show, the hu-

man genome sequence is not enough, and achieving maximal

impact for our field demands that we expand our investment in

basic science, foundational resources, and technologies that

are designed and calibrated to serve the long-term view. Grand

challenges for the future of the genome sciences that we are

particularly excited about in the sense that we think that they

could serve to accelerate progress across the board, include

(1) understanding, at least at some basic level, the function of

every gene in the human genome; (2) scaling the identification

of causal variants, genes, and mechanisms for existing GWAS

signals from a handful to thousands; (3) a spatially resolved

molecular atlas of all human cell types, from birth to death,

e.g., including their chromatin landscape, gene expression,

and protein expression signatures; and (4) developing accurate,

quantitative models for predicting the impact of arbitrary

sequence variants on gene expression and/or protein function

in any one of these cell types. A fuller list of potential grand chal-

lenges for both genome sciences and genomic medicine in the

coming decade is shown in Figure 4.

We are well along the path to a future in which a substantial

fraction of the human population, at least in the developedworld,

will have their genomes genotyped or sequenced, and where

that information is available together with their electronic health-

care records for both clinical and research uses (Topol, 2014).

The phenotypes to which many of these genomes are linked

will outgrow the conventional medical record, e.g., longitudinal

molecular profiles and imaging, recording of activity and expo-

sures, etc. Sequencing in some form is likely to become routine

for all cancers and possibly for prospective parents and the un-

born as well. We may even be recurrently sequenced, e.g.,

routine monitoring of cfDNA for cancer or other conditions.

Finally, we have focused here on human genomes, but the ge-

nomes of commensal and pathogenic microorganisms are likely

to be routinely interrogated as well.

Much of the value of an individual’s genetic information lasts

throughout their lifetime, meaning that advances in our ability

to interpret variation will continue to provide benefits. Although

genome sequencing may only have marginal benefits for many

if not most patients, the improved understanding of human
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biology that comes from conducting genetics on humans will

have an impact that lasts as long as our species does. Com-

bined with other advances (e.g., PRSs, gene therapy, immu-

notherapy, etc.), our collective genomes will serve as a basis

not only for advancing our understanding of disease but also

for the development of new preventative and therapeutic

strategies.

At some level, we worry that the above framing is again

setting high expectations, so we should be clear. We continue

to believe in the transformative potential of genomics on med-

icine and argue that the progress of the last 15 years, although

poorly aligned with oft-criticized predictions made in the past,

provides more-than-ample evidence to support this potential.

At the same time, the reality will be nuanced, and there are

no guarantees here. Large hurdles remain, and continued

investment in basic science and technology is unquestionably

necessary to overcome them. In our view, much of the

biomedical research enterprise, including genomics, should

be thought of as long-term bets for our society and our spe-

cies, investments whose payoffs may not be fully realized for

many decades or even in our lifetimes. That does not make

these investments any less worthwhile.

In closing, we note that the Human Genome Project was

accompanied by an early recognition of the ethical, legal, and so-

cial implications (ELSIs) that it would raise. These concerns have

never been more paramount. We are increasingly identifiable,

even if we have never volunteered our own DNA, through the

combination of proliferating ancestry tests and pedigree

searches (Erlich et al., 2018). Scientific racism, which continues

to misappropriate studies of human genetics, is alive and well.

Individual scientists have flaunted norms, and perhaps laws, to

perform medically unnecessary genetic modifications to the hu-

man germline (Belluck, 2018). The life insurance industry has

taken a strong interest in PRS (Russell, 2018), while US-based

startup companies purport to offer embryo selection for non-dis-

ease traits (Belluck, 2018; Wilson, 2018). As we grapple with

these and other ethically and socially alarming developments,

it is incumbent on our field to much more proactively assume re-

sponsibility not only for maximizing the benefits associated with

the human genome and genomic medicine but also for mini-

mizing the harms.
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SUMMARY

Themouse embryo has long been central to the study
of mammalian development; however, elucidating
the cell behaviors governing gastrulation and the for-
mation of tissues and organs remains a fundamental
challenge. Amajor obstacle is the lack of live imaging
and image analysis technologies capable of system-
atically following cellular dynamics across the devel-
oping embryo. We developed a light-sheet micro-
scope that adapts itself to the dramatic changes in
size, shape, and optical properties of the post-
implantation mouse embryo and captures its devel-
opment from gastrulation to early organogenesis
at the cellular level. We furthermore developed a
computational framework for reconstructing long-
term cell tracks, cell divisions, dynamic fate maps,
and maps of tissue morphogenesis across the entire
embryo. By jointly analyzing cellular dynamics inmul-
tiple embryos registered in space and time, we built a
dynamic atlas of post-implantation mouse develop-
ment that, together with our microscopy and compu-
tational methods, is provided as a resource.

INTRODUCTION

Mammalian development has been an area of intense study for

many decades, but for all our efforts to elucidate the develop-

mental mechanisms that enable the transition from a single cell

to a fully formed organism, we have only limited knowledge of

the dynamic processes that shape the embryo. The study of

mouse embryogenesis, though an ideal candidate to investigate

early mammalian development due to its size, relative accessi-

bility, and genetic tractability, remains largely limited to snapshots

in time. Inparticular, the period fromgastrulation toorganogenesis

(E6.5 to E8.5 d.p.c., Figures S1A–S1C), when cells from the plurip-

otent epiblastmigrateoutof theprimitive streakandbegin todiffer-

entiate into various tissues and organ systems, is an area of keen

interest for stem cell biology and tissue engineering. However,

owing to the technical challenges associatedwith the visualization

and quantification of dynamic cell behaviors in vivo, it is still largely

unknown how cells migrate, how they organize during the forma-

tion of tissues, what dynamic behaviors they exhibit, how cells

interact with their neighbors, and how stereotyped cell behaviors

are across individuals (Herion et al., 2014; Lawson and Pedersen,

1992; Rivera-Pérez and Hadjantonakis, 2014; Tam and Bedding-

ton, 1992). The ability to image and computationally reconstruct

whole-embryo development at the cellular level would enable the

detailed analysis of these morphodynamic events and reveal

developmental processes never before visualized in vivo.

Standing in the way of this goal, however, is that mouse em-

bryos and their culture present a unique set of challenges. First,

the rapid growth, complex optical properties, and often dense

cell structures of the embryo, which change during develop-

ment, present fundamental obstacles for high-resolution imag-

ing. Second, the embryo requires optically scattering, auto-

fluorescent serum to develop properly. Third, due to its rapid

expansion in volume, the embryo cannot be mechanically

constrained. Finally, mouse embryos are very photosensitive,

limiting the amount of light they can tolerate without compro-

mising development. Widely used confocal microscopes, for

example, are limited to observing sub-regions of the embryo,

with large steps in time and space, and cannot sustain normal

development beyond 24 hr due to phototoxicity. To address

even the most fundamental questions in post-implantation

mouse development will require not only customized solutions,

but entirely new imaging strategies.

Recent technological advances, such as the introduction of

light-sheet microscopy for developmental imaging (Huisken

et al., 2004; Keller et al., 2008), have provided a major opportu-

nity for advancing our understanding in the field. The unique ben-

efits of light-sheet microscopy make it ideal for studying sensi-

tive, developing organisms. A sheet of laser light illuminates

the embryo selectively along the detection focal plane an entire

section at a time. This scheme greatly reduces the amount of

light the embryo is exposed to and allows for significantly higher

temporal resolution without compromising viability. Early efforts

toward adapting light-sheet microscopy to mouse embryo-

genesis enabled the imaging of early developmental stages

Cell 175, 859–876, October 18, 2018 ª 2018 Elsevier Inc. 859

mailto:mcdolek@janelia.hhmi.org
mailto:guignardl@janelia.hhmi.org
mailto:kellerp@janelia.hhmi.org
https://doi.org/10.1016/j.cell.2018.09.031


(Ichikawa et al., 2014; Strnad et al., 2016) and sub-regions of

larger, sparsely labeled embryos (Udan et al., 2014). However,

methods capable of imaging post-implantation development

beyond a short period of time, or even entire embryos at the sin-

gle-cell level, are still lacking. Here, we developed a light-sheet

microscope for long-term imaging of entire mouse embryos

from gastrulation to early organogenesis at the high spatial and

temporal resolution required to systematically follow single-cell

behavior. We designed an adaptive imaging approach, custom

optics, and an integrated culturing system to build a multi-view

light-sheet microscope that tracks the changing shape, size,

and optical properties of the mouse embryo as it grows over

250-fold in volume.

Overcoming these challenges in live imaging is, however, only

the first step needed for reconstructing a cellular-resolution, dy-

namic atlas of development. A single 48 hr light-sheet recording

of gastrulation and early organogenesis captures tens of thou-

sands of cells with diverse shapes and dynamic properties over

hundreds of time points, as they form an embryo 10–70 times

larger than zebrafish or Drosophila embryos at comparable

stages. To extract biologically meaningful information from im-

ages of such complexity and size, we developed a computational

framework for the following: (1) automated long-term cell tracking

over the full 48 hr period with an average precision of two cell di-

ameters; (2) robust detection of cell divisions across the embryo;

(3) construction of high-resolution dynamic fatemaps and spatio-

temporal maps of tissue morphodynamics; (4) spatiotemporal

registration of multiple embryos to enable statistical quantifica-

tions of cellular dynamics and variability in developmental pro-

cesses across individuals; and (5) the construction of an average

mouse embryo.Weused thesemethods to reconstruct thedevel-

opment of entire mouse embryos across scales, from single-cell

dynamics to whole-embryo morphogenesis, and jointly analyze

these data to build a statistical, dynamic atlas of gastrulation

and early organogenesis in the mouse embryo. We applied these

resources to the analysis of specific cell and tissue behaviors,

includingmigration of primordial germ cells, embryo-wide spatio-

temporal patterns and geometric properties of cell divisions, and

cellular dynamics during elongation and foldingof the neural tube.

While this study focuses on in toto imaging, dynamic analysis,

and atlas construction for the stages of mouse development

covering gastrulation to early organogenesis, we designed our

imaging and computational tools to be broadly applicable across

organisms and developmental systems, including organoids,

stem cell systems, and tissue explants. Moreover, the tools

and resources presented here should not only enable the anal-

ysis of broader developmental timescales, but also support a

wide spectrum of applications—from mutant phenotyping,

real-time analysis of cell signaling, morphodynamics, and force

measurements to atlas-guided transcriptional analyses, optical

manipulations, and perturbations.

RESULTS

Adaptive Multi-view Light-Sheet Microscope for
Imaging Mouse Development
We developed a light-sheet microscope capable of culturing

and imaging mouse embryos from gastrulation to early organo-

genesis at high spatiotemporal resolution (Figures 1A–1C,

S1D–S1H; Data S1A). The microscope adapts itself to the rapid

growth and complex optical properties of the embryo while

maintaining viability over days of continuous imaging. The instru-

ment does the following: (1) optimizing spatial resolution by auto-

matically measuring and compensating for the continuously

changing optical properties and geometry of the embryo; (2)

minimizing optical path lengths in light-scattering serum through

the use of custom-designed objectives; (3) continuously tracking

the three-dimensional (3D) movements and growth of the em-

bryo; and (4) supporting proper embryonic development, with

minimal phototoxicity and a mounting strategy that does not

interfere with embryonic growth.

Conceptually, our microscope design advances the principles

introduced in simultaneous multi-view (SiMView) light-sheet

microscopy (Tomer et al., 2012) and the AutoPilot light-sheet

microscopy framework (Royer et al., 2016), which enable the

imaging of externally developing organisms such as Drosophila

and zebrafish. In our present work, we introduced a wide spec-

trum of improvements required to sustain and image normal

mouse embryonic development at high resolution over a period

of days (STAR Methods; Figure 1; Videos S1 and S2). While

necessary for proper embryo development, the loose mounting

strategy required by the mouse embryo complicates time-lapse

live imaging. Not only does the embryo position drift slowly over

time, but the embryo expands in volumemore than 250-fold over

48 hr and dramatically changes in shape and composition. If the

system were to be left in its initial configuration, image quality

and spatial resolution would not only degrade over time, but

the embryo may drift out of the field of view (Video S1B;

Table S1). We thus developed an adaptive imaging framework

suitable for dynamic specimens that simultaneously compen-

sates for drift, growth, and changing optical properties (Figures

1D and 1E; STAR Methods). This method improves over our

earlier AutoPilot system (Royer et al., 2016), which was limited

to imaging developing specimens with approximately constant

size and shape. We found that the AutoPilot corrects for only

37% of the aberration-induced defocus error in developing

mouse embryos and suffers from an average defocus-induced

mismatch between light sheets and detection focal planes of

1.90 ± 0.81 mm (n = 680,000 focus measurements across

20 time-lapse experiments) (Table S1; Figure S2). A fully uncor-

rected microscope produces an even higher average defocus

error of 2.99 ± 1.34 mm (same statistics). Existing imaging

methods therefore yield aberrated images that lack cellular res-

olution in more than 50% of the embryo (Figure 1F). In addition,

existing light-sheet microscopes lack the ability to track the

embryo and expand the imaging volume to match its growth,

leading to a loss of 64.4% ± 11.9% of the embryo’s volume

over 24 hr when using mechanically unconstrained sample

mounting (n = 20 time-lapse experiments) (Table S1).

We developed algorithms for image-based tracking of embryo

position and mapping of embryo size (Figures 1D and 1E), which

achieve the following: (1) ensure that no part of the embryo is lost

during imaging, and (2) facilitate building a dynamic geometrical

model of the embryo that automatically defines reference loca-

tions for aberration measurements throughout the embryo.

These algorithms perform real-time processing of the time-lapse
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Figure 1. Light-Sheet Microscope for Adaptive

Imaging of Mouse Embryo Development

(A) Adaptive multi-view light-sheet microscope for live

imaging of mouse embryos, including Maus Haus

environmental control system.

(B) Sample chamber and objectives. Custom illumina-

tion objectives (O1, O2) provide short working distance

and spatial compatibility with high numerical aperture

detection objectives (O3, O4).

(C) Mounting of post-implantation embryos. A glass

capillary with Matrigel is sealed on one end with dental

wax. The embryo’s EPC is embedded in the opposite

end. This assembly is placed either directly into the

chamber for open culture or surrounded by a 25-mm-

thin FEP cylinder.

(D) Automated expansion of imaging volume and

positioning of reference planes for adaptive imaging

with optimal image quality during embryo development

and growth.

(E) Adaptive correction of embryo position and imaging

volume, focus optimization for light sheets and detec-

tion objectives (z1, z2), and optimization of light-sheet

waist positions (Y1, Y2) for all dynamic reference planes

in one imaging experiment.

(F) Left: comparison of image quality with (‘‘Corrected’’)

or without (‘‘Uncorrected’’) adaptive corrections. Right:

Fourier transforms and quantifications of resolution

improvements (for regions marked by green lines, as

described in Royer et al. [2016]).

Scale bars (mm): 200 (D; F, embryo), 15 (F, enlarged

view).

See also Video S1 and Figures S1 and S2.
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volumetric imaging data acquired by the microscope, stabilize

the 3D position of the embryo in the center of the field of view,

and continuously adjust the size of the imaging volume to match

the growth rate of the embryo. Using the dynamic geometrical

sample model, the adaptive imaging framework then divides

the specimen volume into a set of reference regions, for which

it determines the locally optimal light-sheet geometry and

geometrically matches detection focal planes to illumination

planes (Figure 1E; Video S1B). Thereby, the average defocus-

induced mismatch between light sheets and detection focal

planes is reduced to 0.06 ± 0.04 mm (Table S1), spatial resolution

is increased 3.3-fold, and signal strength is increased 2.1-fold

(Figure 1F; Video S1C). This continuous, automated adaptation

also allows the microscope to run unattended for days and

greatly reduces the data rate.

To minimize light exposure of the specimen, all measurements

of the adaptive imaging framework are performed with low laser

power and structured illumination. Enabling full system optimiza-

tion with all degrees of freedom increases the number of images

recordedper experimentby5.2%and the energy loadon the sam-

ple by 2.3% (n = 11 time-lapse experiments), which is negligible

with respect to specimen viability. The total energy load in our mi-

croscope is so low that fluorescent protein production outper-

forms photobleaching in all experiments reported in this study,

leading toadoublingof fluorescence levelsevery10hronaverage.

Multi-day High-Resolution Imaging of Post-Implantation
Mouse Development
These advancements in microscope design, algorithmic strate-

gies for real-time adaptive imaging, and embryo culture allowed

us to capture the development of the mouse embryo in high reso-

lution fromgastrulation toorganogenesis in totoover the courseof

nearly 48 hr (fromE6.5 d.p.c. to E8.5 d.p.c.; Video S2A; Figures 2A

and S1A–S1C).We acquired opposing views of the embryo for up

to two color channels in 5min intervals, visualizing and tracking in-

dividual cells across the embryo at varying depths and observing

morphodynamic processes and tissue formation as they occur

(Figures 2B–2F). Notably, althoughweachieved single-cell resolu-

tion in endodermandmesodermal tissues, the ectodermpresents

a particular challenge due to its dense and highly scattering struc-

ture. More ventral ectodermal structures and those closest to the

detection objectives could generally be resolved at the single-cell

level; however, thedorsal-most and internal structures suchas the

surface ectoderm andmedial head folds are not easily accessible

(Figure 2B). Careful selection of fluorescent reporters proved

essential to achieve cellular resolution in these optically complex

areas and in deeper tissues such as the heart. Selective lineage la-

belingstrategiescanbeused togenerateacompellingoverviewof

heart development (Video S3A) but lack the high resolution at later

stages to clearly distinguish individual cells. While far-red re-

porters such as mKate2 provide a slight advantage in discerning

individual cells and structures (Video S2B), bright near-infrared

fluorescent reporter lines are needed to achieve greater depth

andcontrast. Todemonstrate these advantages,weutilizedaHis-

tone2B-miRFP703 reporter line (Gu et al., 2018) to image the

developing heart in greater cellular detail than has been previously

possible (Video S3B). Using this line, we were able to image up to

600mmdeep into the anterior region of the embryo, encapsulating

nearly the entire linear heart tube at single-cell resolution, as well

as regions of the head-fold and foregut pocket that were previ-

ously inaccessible.

Spatial resolution, particularly in crowded, low-contrast re-

gions such as the disorganized, rapidly mixing primitive streak

(Figures S3A and S3B), can be further improved by orthogonal

four-view imaging (Video S2C; Figures 2G–2K; STAR Methods).

Alternatively, mosaic reporter strategies provide an excellent

opportunity to track and visualize individual cell behaviors in a

crowded and dynamic environment. The reconstruction of line-

ages had previously been accomplished by manual single-cell

labeling (Lawson and Pedersen, 1987; Tam et al., 1997); how-

ever, this approach lacks the spatial and temporal resolution

provided by live imaging and adds additional manipulations to

the embryo. By using a mosaic Cre/loxP reporter strategy, we

created detailed lineage trees for single cells as they migrate

through the primitive streak (Figures S3C and S3D). Cells can

be tracked starting from their positions in the epiblast and as

they mix, divide, and migrate through the streak.

Although these recordings appear to represent ‘‘normal’’ and

expected embryonic development over the stages imaged, the

post-implantation embryo cannot be returned to the uterus to

verify competency. We thus sought to ensure that imaging con-

ditions did not perturb normal developmental processes by uti-

lizing a range of existing fluorescent reporters known to spatially

recapitulate endogenous gene expression in various tissues

(Figures S3E–S3H and 2L; Video S3C and S3D). These experi-

ments show that embryos not only develop normally with respect

Figure 2. Long-Term Live Imaging of Post-Implantation Mouse Development at the Cellular Level

(A) Selected projections from H2B-eGFP channel of a CAGTAG1 expressing mouse embryo over 44 h of continuous imaging, from early streak (E6.5) to somite

stages (E8.5).

(B–D) (B) Projections of 45-mm-thick cross-section throughmid-plane of embryo in (A), demonstrating ability to resolve individual cells across germ layers. Cross-

section and zoomed-in segment (C) highlight node (N), mesoderm, and endoderm regions. (D) shows cross-section of angioblasts assembling dorsal aortae (DA).

(E and F) (E) Projections of 45-mm thick cross-sections of neural tube (NT) and somitic mesoderm, with surrounding regions in lateral plate and endoderm. (F)

Zoomed-in region showing single somite.

(G) En face (XY) and lateral (XZ) slices of two-view (left) and four-view (right) image data of streak-stage embryo expressing mKate2-nls.

(H–K) Enlarged views of regions marked in (G), showing contrast and resolution improvement by four-view deconvolution (right) versus two-view content-based

fusion (left).

(L) Live-reporter expression in developing embryos for Sox2-eGFP, T-mCherry, Foxa2-eGFP, Gal-eGFP, displaying expected expression and localization after

long-term imaging.

Time (hh:mm). SM, somite. NT, neural tube. A, anterior. P, posterior. PV, posterior view. VV, ventral view.

Scale bars (mm): 200 (L), 100 (A, E), 50 (B), 25 (G), 15 (F), 10 (C, D, H–K).

See also Videos S2 and S3 and Figures S1 and S3.
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to their morphology, but also properly express patterning genes

over the course of development. The viability of these dual re-

porters greatly expands the avenues of study for early mouse

development.

To conclude this section, we present an example of the versa-

tility of this technique to image specific cell types or populations

over long timescales. We used a Sox2-eGFP reporter line (Video

S3C) to visualize the migration of primordial germ cells (PGCs)

(Campolo et al., 2013). Primordial germ cells first arise at around

E6.5 d.p.c. in the proximal posterior bordering the extra-embry-

onic and embryonic regions (Saitou and Yamaji, 2012) and later

migrate to the genital ridge (Molyneaux et al., 2001). The use of

the Sox2-eGFP reporter allowed us to clearly distinguish PGCs

as they arose from a small cluster in the proximal posterior,

migrated into the endoderm layer, and began to actively wander

about, sending out small membrane protrusions (Video S3C) un-

til they were drawn inward by the formation of the hindgut portal.

During amnion inflation, a few of the more proximal PGCs were

pulled alongwith the allantois toward the extra-embryonic region

(ExE). These cells never rejoined their embryonic counterparts

during imaging and are presumably the origin of PGCs found in

the extra-embryonic region (Anderson et al., 2000; Ginsburg

et al., 1990). This segregation of PGCs into the extra-embryonic

region appears to be an unintended consequence of the rapidly

expanding amnion, as embryos will exhibit multiple different be-

haviors regarding themore proximal PGCs in this region. In every

embryo examined (n = 4), we observed two or three PGCs to act

in one of four ways: (1) join the ExE; (2) be drawn along with the

allantois proximally but then turn around and rejoin the embry-

onic PGCs; (3) one rejoins while the other remains in the ExE;

or (4) yet another one rejoins, while the other undergoes

apoptosis. It is unclear why, with such a small initial population

size, the fate of these cells would seemingly be left to chance.

The power of the adaptive imaging methodology presented

here enabled us to visualize this population over long timescales,

with a richness and detail that has previously been unattainable.

Automated Cell Tracking Across the Post-Implantation
Mouse Embryo
Post-implantation mouse development presents a unique chal-

lenge not only for live imaging, but also for the analysis of the re-

sulting image datasets. To systematically extract quantitative

information on cellular dynamics and—ultimately—biological in-

sights from the image data, we developed a modular computa-

tional framework (Figure 3A). Our tools facilitate efficient and

accurate cell segmentation, long-term cell tracking, detection

of cell divisions, reconstruction of high-resolution dynamic fate

maps, high-resolution mapping of tissue morphodynamics,

and registration and quantitative comparison of cellular dy-

namics across multiple embryos (STAR Methods; Videos S4,

S5, S6, and S7; Data S1B–S1U). We provide a comprehensive

guide that explains the practical use of this framework and in-

cludes example data (STAR Methods). In the following sections,

we briefly describe each module and the respective biological

analyses they enable, starting here with automated, whole-em-

bryo cell tracking.

A 48 hr recording of gastrulation and early organogenesis in

the mouse embryo captures the dynamic behavior of tens of

thousands of cells over hundreds of time points. Conventional

cell segmentation and tracking algorithms are not equipped to

handle the size and complexity of these datasets, and manual

annotation by a human would ostensibly take years for a

single dataset. We thus developed an improved version of

our Bayesian cell tracking framework TGMM (Tracking with

Gaussian Mixture Models), which was originally designed for

automated cell tracking in developing zebrafish and Drosophila

embryos. We successfully tested TGMM on short-term record-

ings of early streak-stage mouse embryos comprising less

than 1,000 cells (Amat et al., 2014) but found that it failed on

our long-term recordings of the up to 200-fold larger embryo vol-

umes and 20-fold higher cell counts encountered in the present

study. We thus developed TGMM 2.0, which employs a machine

learning approach to division detection utilizing both lineage-

based and image-based features (STAR Methods; Data S1F).

Over the full 48 hr imaging period and across all tissues in the

mouse embryo, TGMM 2.0 achieved an average linkage accu-

racy of 93.0%–94.8% and an average segmentation accuracy

of 96.7%–97.6% (n = 8,982–30,962 cell position and linkage

annotations), depending on the fluorescent marker strategy

(Table S1). We note that while we designed TGMM 2.0 as a tool

for cell tracking and recommend its use for this purpose, we

discourage its use as a cell division detector (except in smaller

model systems, such as zebrafish and Drosophila). Even with

the improvements introduced in TGMM 2.0, cell division detec-

tion performance itself is still limited and cannot easily be

improved within the scope of the current algorithmic design.

We thus set out to develop anewcomputational tool that comple-

ments TGMM and offers a robust and automated way of identi-

fying cell divisions in the raw image data of developing embryos.

Efficient Detection of Cell Divisions Using Deep
Learning
Cell proliferation rates and timing are of critical importance to

cell differentiation and tissue formation, but little is known about

tissue- and embryo-wide division patterns or how they might

evolve over time. Although TGMM 2.0 incorporates a classifier

for identifying dividing cells and linking a parent cell with its

daughters, this approach faces the same challenges as those

Figure 3. Data Processing Framework and Neural Network for Cell Division Detection

(A) Overview of image processing and data analysis modules.

(B) Cell division prediction with a convolutional neural network (CNN). Top: projection of example image region. Middle: predicted locations of dividing cells

(intensity reflects prediction confidence). Bottom: images overlaid with predictions, showing correct identification of two neighboring dividing cells.

(C) Precision-recall curves of CNN division detector for two embryos at three time points (training on embryo A only). TGMM2.0machine learning classifier shown

for comparison.

Scale bar (mm): 10 (B).

See also Video S4A.
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confronting the tracking algorithm itself; rapid cell movements

and heterogenous nuclear shapes and sizes complicate image

analysis. Fortunately, the use of histone reporters for tracking

cell nuclei provides an additional benefit: divisions are readily

identifiable by the condensation and increase in brightness of

chromatin as the metaphase plate appears, followed by the

appearance of two smaller, bright daughters. This stereotyped

event can be easily identified, even in regions of poor contrast

and between different cell types. We thus sought to leverage

the strength of deep learning and train a convolutional neural

network (CNN) to automatically and accurately identify cellular

divisions in 3D and time (STAR Methods; Data S1E).

Our network correctly locates and identifies the presence of a

single metaphase plate even in a highly crowded cellular envi-

ronment or where multiple divisions are occurring in the same

spatiotemporal window (Figure 3B). We determined the preci-

sion and recall of this detector to be 0.81 and 0.81, respectively;

i.e., 81% of all detections are true cell divisions, and 81% of all

true divisions in the embryo are retrieved by the CNN (f-score =

0.81; n = 381 annotated divisions in three volumes), which

corresponds to a detection accuracy of 99.8%. This represents

a 3.7-fold improvement in precision and a 24% increase in recall

compared to TGMM 2.0 (Table S1). We confirmed that the CNN

can be effectively applied to new data without the need for re-

training: application to data from a second embryo produced

an f-score of 0.80 (n = 479 annotated divisions in three volumes),

indicating that the network generalizes well to new experiments

(Figure 3C). Notably, the CNN was able to retrieve on average

more than twice the number of cell divisions found by a human

annotator. A time-lapse reconstruction of cell divisions across

an entire developing embryo is shown in Video S4A and included

in Data S1P.

Reconstructing High-Resolution Dynamic Cell Fate
Maps Across the Mouse Embryo
Because nuclei of even the same lineage can experience huge

variations in size, shape, and intensity, we performed a detailed

parameter sweep to determine the regime of optimal TGMMper-

formance in post-implantation development (Figure S4). Even

still, the photosensitivity of the mouse embryo limits temporal

resolution, and rapid cell movements in the mouse embryo com-

bined with their complex, fluctuating shapes introduce temporal

gaps and/or linkage errors in cell tracks over long timescales.

While the shorter, fragmented tracks generated by TGMM faith-

fully recapitulate the movements of individual cells, TGMM alone

is insufficient to reconstruct cell fates over an entire 48 hr exper-

iment. We thus took advantage of the high-quality data TGMM

provides for local spatiotemporal windows and enhanced the

accuracy of long-term cell tracking by augmenting individual

cell tracks through a statistical assessment of cell behavior in a

cell’s local neighborhood (Figure 4A). The integration of TGMM

2.0 with this statistical vector flow (SVF) analysis not only im-

proves spatial accuracy of cell tracks, but also reconstructs

continuous cell tracks (rather than sets of short, disconnected

tracks) for the full duration of the experiment (Video S4B; STAR

Methods; Data S1G and S1H).

Compared to TGMM 2.0 alone (Figure 4B), combined use of

TGMM and SVF has a positive effect on cell tracking perfor-

mance across all tissues (Table S1), including difficult cases

such as the thin notochord, and results in a 44% improvement

in accuracy across all cell tracks (Figure 4C; n = 285 annotated

cell tracks). This number reflects the decrease in spatial

mismatch between automatically versusmanually reconstructed

cell tracks. This performance boost increases with track length

and tracking period: for tracks with a length of 1,500 mm, SVF im-

proves accuracy by as much as 140%, reducing track displace-

ment errors (versus ground truth) to 3% (Figure 4D). Overall, we

determined that our combined TGMM and SVF approach recon-

structs individual cell tracks with an average error of 34.2 mm

(two cell diameters) over 48 hr and across all tissues (Figure 4E).

With the ability to accurately reconstruct cell tracks from

beginning to endwe systematically queried the origin of cell fates

by doing the following: (1) manually segmenting individual tis-

sues or regions of interest in the image data at the last time point

of the experiment, (2) then locating the corresponding SVF ob-

jects within these manual tissue labels, and (3) following the

labeled cell tracks backward in time to the beginning of the

experiment. This approach provides a complete reconstruction

of the trajectories of cells as they migrate out of the primitive

streak and assemble into their corresponding tissues. As a first

Figure 4. Long-Term Cell Tracking and Reconstruction of Cell Fates in the Mouse Embryo
(A) SVF workflow: SVF-based cell displacement estimate is computed from TGMM-based cell displacements using feature-based weighting. The degree of

neighborhood conservation is considered to calculate median displacement vectors for each cell.

(B) Linkage errors and over-segmentation in TGMM 1.0 versus 2.0 (n = 8,982/30,962 cell position and linkage annotations for H2B-eGFP and mKate2-nls data,

respectively).

(C) SVF post-processing improves TGMM cell tracking accuracy on average by 44% across all cell types (n = 285 cell tracks spanning all stages, H2B-eGFP

reporter).

(D) Average track displacement error (versus ground truth) as a function of track length when using TGMM 2.0 + SVF versus TGMM 2.0 alone. Statistics as in C.

(E) Track displacement error for different cell types using TGMM 2.0 + SVF (orange line: mean, box: 25th/75th percentiles, whiskers: extremum data within 1.53

interquartile range). Average error across all cell types is 34.2 mm over full imaging experiment. Statistics as in C.

(F) Reconstruction of an embryo shown at three time points of an experiment from mid/late-streak stage to early somite stage, using TGMM 2.0 + SVF. The

dynamic fate map was created by labeling tissues in the image data at the last time point, transferring labels to SVF objects (spheres) and propagating labels

backward in time.

(G) Cell-fate reconstructions for three additional embryos (‘‘A,’’ ‘‘B,’’ ‘‘D’’). Similar tissue locations and patterning are seen across embryos and are consistent

across developmental stages.

Time (hh:mm). VV = ventral view, LV = lateral view.

Scale bars (mm): 200 (F, G).

See also Videos S4B and S5 and Figure S4.
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demonstration, we labeled a set of tissues based on their easily

identifiable anatomical features, but we note that our method is

not limited to this selection. The heart field, lateral plate meso-

derm (split into splanchnopleure and somatopleure), somitic

mesoderm (including condensed somites and pre-somitic

mesoderm), anterior paraxial mesoderm (mesoderm anterior of

first somite), endoderm, neural tube, and notochord were manu-

ally labeled and dynamically reconstructed in four embryos

(Video S5A; Figures 4F and 4G). By comparing results across

embryos, we found a strong similarity between origins and

movements of individual tissue types, regardless of size and

shape of the embryo (Video S6A). A time-lapse visualization of

a dynamic fate map including the endoderm is shown in Video

S5B and an interactive 4D visualization is provided as Data S1O.

Notably, our spatiotemporal fate maps are also in agreement

with the individual snapshots that were laboriously generated

by others prior to the availability of live imaging techniques (Law-

son and Pedersen, 1992; Takaoka et al., 2011; Tam and Bed-

dington, 1992; Tam et al., 1997) and confirm that there is little

mixing of the different mesodermal layers once cells exit the

primitive streak. This suggests that when and where a cell exits

the streak is of critical importance to determining its final fate,

an order that is strongly maintained by its local environment. In

contrast to early static maps, however, and as shown in the

next sections, our dynamic, high-resolution reconstructions

allow us to visualize the interactions of multiple cell types over

time, comprehensively follow cell behavior in a single embryo,

determine the degree of variability between embryos in estab-

lishing cell fates, and require no additional physical manipulation

or perturbation of the embryo.

Importantly, this technique can be applied to any tissue, cell

type, time period, or region of interest within the embryo. In our

next example, we used reporters for Brachyury and Foxa2 to

further demonstrate the accuracy of SVF and trace the origins

of cells that give rise to the node and notochord. We visualized

and quantified single-cell behaviors in the convergent extension

of the anterior portion of the notochord and subsequent elonga-

tion as the posterior axis expands (Video S3D). Using dual-ex-

pressing T-mCherry and H2B-eGFP embryos, we tracked cells

in the ubiquitous nuclear channel and masked the last time point

with the location of T-mCherry positive cells in the node and

notochord to seed SVF propagation (Video S5C). Thereby, we

verified by direct comparison with the image data that cells

tracked over a period of more than 24 h with SVF precisely

matched the location and dynamics of the T-mCherry live re-

porter (Figures S5A and S5B): 94% of all cell tracks matched

the dynamic expression pattern and the remaining 6% exhibited

an average mismatch of only 5.0 ± 4.4 mm.

Building a Dynamic Atlas of Development by
Spatiotemporal Registration of Multiple Embryos
Although we can accurately track and characterize cell fates and

tissue dynamics in individual embryos, in order to employ mean-

ingful statistical analyses ormeasure variability of developmental

processes, it is necessary to jointly analyze data from multiple

embryos. However, the wide variation in size, shape, and even

rate of tissue formation across normal mouse development

makes direct comparisons between embryos even of the same

developmental stage problematic. We thus developed the regis-

tration method TARDIS (time and relative dimension in space)

that combines manually annotated spatiotemporal landmarks

and information on local cell distributions obtained from TGMM

to map multiple embryos in space and time onto a single refer-

ence embryo (Figure 5A; Video S6C; STAR Methods; Data S1I).

Using TARDIS, we registered in space and time four different

embryos, which encompass a range of developmental time-

scales and size and shape variations, with an average registra-

tion error of 41.5 mm (Video S6D; Figures 5B, S5C, and S5D;

unregistered embryos are shown in Figures 4F and 4G). Despite

these dramatic differences in size and shape, the resulting

TARDIS embryos preserve the motion and morphology of

different tissues as compared to their original form. We note

that our quantifications of cell dynamics, such as movement

speed, movement direction, and cell density, are performed in

the original, untransformed embryos to ensure that these quan-

tifications are not biased by the registration procedure itself.

Equipped with these registered datasets, we set out to generate

a reference atlas of mouse embryonic development (Data

S1K–S1O). The purpose of this atlas is not only to assess quan-

titatively how conserved or variable cellular dynamics are across

different individuals, but also to create a statistically average

embryo that can be used as a point of comparison between

normal embryos (e.g., to query a region of interest before cells

in that region are fully specified) or for the quantitative analysis

of mutant phenotypes or otherwise perturbed embryos.

A Statistical Fate Map of the Post-Implantation Mouse
Embryo
TARDIS makes it possible to assess cell behavior in the devel-

opingmouse embryo in a statistically meaningful way. As the first

application of this approach, we constructed a whole-embryo

statistical fate map (STAR Methods; Data S1R) based on the

Figure 5. Spatiotemporal Registration of Mouse Embryo Development Using TARDIS

(A) TARDIS overview: embryos are aligned in time using manual annotations, then aligned in space by rigid registration to a reference embryo using spatial

landmarks (step 1), differential alignment of anatomical features along anterior-posterior axis (step 2), and transformation of their shape and size to match the

reference embryo (step 3). Left: examples of landmarks and transformation maps are shown. Right: resulting embryo morphology.

(B) TARDIS registered embryos A–D shown side-by-side. Although embryos can vary dramatically in size and shape prior to registration (Figures 4F and 4G), they

are closely aligned post-registration while maintaining overall tissue morphology and movements. Colors as in Figure 4F.

(C and D) Statistical cell fate predictions (D) for six example regions in an embryo selected at an early time point (C) and computed from combined dynamic fate

maps of four TARDIS-registered embryos. Dark gray bars represent average probability for a region to become a specific tissue. Blue bars represent variability

between embryos (standard deviation of probabilities). Category ‘‘Moved out of view’’ represents cells that moved outside imaging volume during recording.

VV, ventral view. LV, lateral view. A, anterior. P, posterior. ET, endothelial. EE, extra-embryonic. HF, head fold.

Scale bar (mm): 200 (B).

See also Video S6 and Figure S5.
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tissue annotations we generated for four individual embryos by

jointly analyzing the data of the respective TARDIS-registered

embryos.We systematically computed the average percentages

of local cell fate contributions across all TARDIS embryos for all

labeled tissues (Video S6E). These combined statistical results

closely correspond with and support what has been observed

for past tissue or single-cell labeling of individual embryos (Law-

son, 1999; Lawson and Pedersen, 1992; Tam and Beddington,

1992). However, while past observations relied on small cell pop-

ulations or individually labeled cells, our method enables us not

only to visualize cell fate dynamics and establishment of all cell

populations in an embryo simultaneously, but also tomake direct

comparisons between multiple embryos.

Although it is usually possible to determine the identity of a cell

at the end of an experiment, this is not helpful if one wishes to

know in real time where a cell might end up before arriving at

that location. Labeling, isolating, optogenetically manipulating,

or otherwise perturbing cell fates requires a priori knowledge of

the probability of cells to assume a particular fate. Using the

TARDIS atlas, we queried the probability that certain cell popula-

tions in amid- to late-streak stage embryowould assume the fate

of one of the previously labeled tissue groups bymanually select-

ing regions of interest in the query embryo and visualizing the final

predicted contribution to different tissues 24 hours later (Figures

5C and 5D). We included difficult ‘‘edge’’ cases, such as the

endoderm (region 1), as well as locations in the mesoderm (re-

gion 2), ectoderm (region 4), and combinations of both (region 3)

(Figures 5C and 5D). Correct statistical classification of the endo-

derm region is exceptionally difficult, as it requires both accurate

long-term tracking of this single-cell-layer thick tissue and pre-

cise registration of all TARDIS embryos with an accuracy ap-

proachinga single-cell diameter. Nevertheless, even for this chal-

lenging setting, themajority of TARDISpredictionswere indeed in

the endoderm-containing category, with a smaller contribution

from the underlying lateral plate mesoderm. Additionally, we

tracked a set of individual cells through the developing embryo

and showed how the TARDIS database can be used to measure,

as a function of time, the cell fate composition in the local neigh-

borhoods of these tracked cells as well as the variability of cell

fate composition across embryos (Video S5D).

While TARDIS provides a useful tool to enable the mapping of

multiple embryos onto one reference scaffold, we also designed

a complementary method to combine the information from mul-

tiple embryos into a single, average embryo (STAR Methods).

Related concepts have been successfully employed for later

developmental stages, using fixed embryos imaged with mi-

cro-CT (Wong et al., 2014). By contrast, our approach relies on

dynamic cellular information obtained from fluorescence imag-

ing, using live embryos at earlier stages. This approach creates

a statistically ‘‘average’’ embryo (Data S1S, Video S7), avoiding

the use of a reference embryo as a physical scaffold for data

visualization and analysis, and allows for the direct measurement

and visualization of average embryo shape and development as

well as of the variability of shape and developmental parameters

across individuals (Figures S3E–S3G; Video S7A–S7C). We built

this average embryo as the mean of our four reconstructed em-

bryos after registering all embryos to their global center of mass.

As an example of the different metrics that can be quantified

from the average embryo, we examined the average local defor-

mation, cell density, and cell movement speed across the devel-

opment of the average embryo (Figures 6A–6D and S5E–S5G;

Video S7A–S7C). The average local deformation (Figures 6A

and 6B) reports to which extent the contributing embryos had

to be deformed in a given area to match the average embryo

shape, i.e., it quantifies variability in local shape of individuals.

Across the DV, ML, and AP axes, average variability in shape

is less than 50 mm, and local deformations are generally signifi-

cantly smaller, particularly at early developmental stages or

along the ML and AP axes. As with the TARDIS registration, indi-

vidual points or tissue regions can be labeled in the average

embryo and propagated in time (Data S1J, STAR Methods) to

determine their developmental origin, fate, or the variability in

cell neighborhood over time and across embryos (Video S7D).

The unique strength of performing such analyses in the average

embryo is that the results represent the statistically average cell

behaviors across individuals.

It is important to note here that the labeling scheme for the

query regions and predictions for both TARDIS and the average

embryo can be entirely arbitrary. For example, labeling criteria

could include anatomical features, a second fluorescent re-

porter, or the expression of genes of interest. To demonstrate

the latter strategy, we used the T-mCherry reporter and masking

scheme for SVF described previously to map a single time point

of an H2B-eGFP and T-mCherry expressing embryo onto the

average embryo. Using a single time point from the T-mCherry

expressing embryo to label corresponding T-positive locations

Figure 6. Quantifying Stereotypy and Variability of Local Cell Dynamics Across Embryos

(A and B) Visualization and quantification of differences in local embryo shape across four rigidly aligned embryos. DV, dorsoventral, ML, mediolateral, AP,

anteroposterior.

(C) Average local cell densities and (D) average local cell movement speeds at two time points in the average embryo.

(E) 2D flattening of a 3D embryo using theMercator projection. The 3D embryo geometry is represented using a spherical coordinate systemwith radial dimension

r and angular dimensions q and f (corresponding to the horizontal and vertical dimensions of the Mercator map). A, anterior. P, posterior. L/R, left/right side of

embryo.

(F) Overlay of cell movements in lateral plate mesoderm and neural tube (left) and in somitic mesoderm and notochord (right), for a single embryo (top) and

averaged across four embryos at the early head fold stage. 3D tissue movements were computed from respective cell movements reconstructed with TGMM

2.0 + SVF over 100 min and visualized in 2D using Mercator projection.

(G) Overlay of movements for all labeled tissues combined into one morphodynamic fate map, shown at mid-bud, early head fold, and early somite stages. Top:

map for single embryo, bottom: average map for four embryos.

Time (hh:mm).

Scale bars (mm): 100 (A, C, D).

See also Videos S4C, S4D, and S7 and Figure S5.
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in the average embryo, we tracked the progression and location

of T-positive cells in the average embryo backward and forward

in time (Video S7D). These results are in close agreement with the

expected expression patterns and dynamics of notochord

development visualized in live embryos (Video S3D). To facilitate

the general use of our average embryo database for reconstruct-

ing the developmental history and fate of arbitrary cell popula-

tions defined by image data obtained from other imaging exper-

iments (using live or fixed embryos), we provide software tools

for mapping snapshot image data of gene expression patterns

and other types of label masks onto the average embryo data-

base (Data S1J).

Mapping Tissue Morphodynamics
Using TARDIS, we combined quantitative measurements of the

behavior of individual cells and tissues across individuals and

made comparisons where they might otherwise be prevented

by differences in embryo geometry or developmental timing.

Complementing our statistical analysis of cell fate described

above, we developed a similar approach for the quantitative

investigation of cell movements, specifically the direction and

speed of cell populations during the formation of tissues (STAR

Methods; Data S1T and S1U). The construction of such maps

of tissue morphodynamics allows us not only to visualize the

flow of different tissues in comparison to their neighbors, but

to measure changes in velocity and tissue size over the course

of development as well as variability in tissue movements across

individuals (Figures 6E–6G; Video S4C and S4D).

A Spatiotemporal Switch in the Orientation of Cell
Divisions during Neural Tube Morphogenesis
In this final section, we combined our dynamic fate maps

created with TGMM 2.0 and SVF, our maps of tissue morphody-

namics and our CNN-based reconstruction of cell divisions

across the developing embryo into a single database (STAR

Methods). With this resource, we can jointly analyze the spatio-

temporal distribution of cell divisions, local cell movements, and

cell fates and large-scale morphogenetic changes over the

course of development. A visualization of the combined data in

this database (Video S6B) showed that the vast majority of cell

divisions in later stages of development occur in the anterior-

and posterior-most regions of the embryo (Figure 7A). Compar-

ative analysis of a second embryo confirmed that divisions

generally cluster at the leading edge of growing tissues (Fig-

ure 7A) and revealed similarities not only at the ends but along

the entire AP axis (Figure 7B).

The high spatiotemporal resolution of our image data enabled

the analysis of cell divisions not just by their location in the em-

bryo but also with respect to their orientation. For example, the

striking changes in tissue geometry during neural tube formation

led us to ask whether the rate and orientation of divisions in the

neural tube changed as a function of elongation and closure. The

first site of neural tube closure can be visualized at the hindbrain/

cervical boundary, after which the neural tube progressively

closes in a zipper-like fashion in both rostral and caudal direc-

tions (Video S2D). An examination of division orientation using

fixed tissues in chick and mouse (Sausedo et al., 1997) deter-

mined that a large percentage of cells divided along the RC

axis, with some dividing along the ML axis during bending, but

was unable to correlate this with the progression of neural tube

closure. The image data and computational reconstructions

generated here allowed us to examine this dynamic, mechanical

process in detail (Figures 7C–7F). While the neural ectoderm is

the most challenging part of the embryo to capture at a single-

cell level, the vast majority of divisions occur on the luminal sur-

face, making these events well separated and easily identifiable.

Additionally, we quantified the orientation of cell divisions in

neighboring tissues to determine if division orientation was a

shared function of axis elongation or unique to the develop-

mental stage of the tissue in question.

Prior to neural tube closure, when the primary tissue-wide

morphogenetic process in the neural tube is tissue elongation,

cells in the neural tube preferentially orient their divisions along

the RC axis (Figure 7G). Division orientation subsequently be-

comes more uniformly distributed as folding progresses. Then,

as the neural tube reaches the final stages of closure, cells exhibit

a strong tendency to divide along theML axis. As elongation pro-

ceeds and the neural plate narrows, it begins to bend dorsally,

elevating the neural folds toward the midline, and divisions reor-

ient to divide along the ML axis. We furthermore observed what

appears to be significant 90� spindle rotation prior to division in

the neural tube during these stages; however, higher temporal

resolution will be necessary to quantify this behavior.

Finally, we examined neighboring tissues to determine if they

too showed a preference for division orientation or a change

in division angle preference as a function of their development

(Figure 7G). In the somitic mesoderm, newly condensed or

condensing somites appear to display a preference for ML divi-

sions. However, this preference is lost over time as somites

mature. By contrast, notochord cells, while largely quiescent,

divide almost exclusively along the rostral-caudal axis. While

the embryo-wide process of axis elongation almost certainly

Figure 7. A Temporal Switch in Cell Division Orientation During Neural Tube Closure

(A) Spatiotemporal distributions (left) and densities (right) of cell divisions in two embryos. As a function of time, embryos were subdivided along anterior-posterior

axis into 30 sectors with equal cell counts (horizontal axis).

(B) Time-integrated, normalized cell division distributions for embryos in (A).

(C) Surface rendering of neural tube (NT) development as seen from inside of embryo.

(D) Neural tube folding map obtained by manual annotations of local NT folding angles (n = 564). 100% folding corresponds to NT closure at that location.

(E) Percentages of divisions that occur primarily along dorso-ventral axis (DV) versus within mediolateral-rostrocaudal plane (ML-RC) for three tissues.

(F) Division angle versus NT folding progression for three tissues, based on division data from three embryos.

(G) Distribution of division angles as a function of NT folding.

R, rostral. C, caudal. D, dorsal. V, ventral. M, medial. L, lateral. SM, somitic mesoderm. NC, notochord.

Scale bar (mm): 100 (C).

See also Videos S2D, S4A, and S6B.
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imposes some degree of physical force on these tissues, our ob-

servations here imply that cell division orientation, at least, is a

more local feature distinct to each tissue in space and time.

DISCUSSION

A Framework for Studying Whole-Embryo Development
at the Single-Cell Level
The light-sheet microscope presented and applied here

enabled, for the first time, imaging of mouse development in

toto and with cellular resolution from gastrulation to early organ-

ogenesis. The resulting image data allowed us to generate the

first dynamic fatemaps, systematically visualize tissue formation

and developmental processes at an unprecedented level of

detail, and quantitatively examine dynamic processes such as

the embryo-wide patterns of cell division and cell behavior dur-

ing neural tube formation. In the future, further advances of this

technique and the use of new, brighter, and near-infrared fluo-

rescent reporters will aid in our ability to resolve with even greater

detail those anatomical regions with themost challenging optical

properties, such as the deepest layers of the ectoderm. Such ad-

vances may also enable the imaging of later stages in develop-

ment, large explants or small organ cultures, where lack of trans-

parency becomes the major limitation for light microscopy.

With the ability to systematically image the dynamic behavior of

individual cells throughout the embryo came a need to develop a

suite of computational methods capable of processing and

analyzing themassive and highly complex image data. The result

of this synergy between advances in imaging and computational

image analysis is the generation of a statistical atlas of mouse

development, which systematically maps cell movements, cell

proliferation, cell fates, and tissue-level morphodynamic pro-

cesses across the embryo and furthermore quantifies variability

of these developmental parameters across individuals. These da-

tasets and tools provide a wealth of information that can be used

to address a wide range of questions on post-implantation devel-

opment. For example, the ability to predict the final positions and

fates of cells will allow for sampling individual cell populations at

different points in time and profiling or altering their various tran-

scriptional and behavioral states as they develop. Additionally,

our dynamic atlas can be used as a platform for high-resolution

mutant phenotyping by providing a systematic, quantitative com-

parison of ‘‘normal’’ development to mutants or altered states.

Dissemination and application of microscopy and image
analysis methods
The ability to quantitatively examine the morphodynamic events

patterning a developing embryo is of substantial value to any

field. Importantly, the imaging system, computational tools,

and resources we provide here are not limited to the study of

post-implantation mouse development, or even to only mouse

development, and may be broadly adopted for a wide range of

developmental organisms and timescales, including tissue and

stem cell systems, organoids or 3D culture systems. The soft-

ware tools developed in this work for data management, multi-

view image processing, and TGMM-based cell segmentation

and tracking are applicable to a wide spectrum of live imaging

data and are now also used routinely in fruit flies, zebrafish, crus-

taceans, and organ explants. In future work, we furthermore

envision an extension of the CNN-based cell division detector,

SVF cell tracking method, and TARDIS framework for multi-em-

bryo registration to other model systems.

Considering this wide application space, we have designed all

tools and resources accordingly so that they may serve a wide

spectrum of groups and users. The documented code of all

computational tools (Data S1B–S1J), a comprehensive practical

guide to using our software including example image datasets

(STAR Methods), the blueprints of the microscope (Data S1A),

all databases of mouse embryonic development generated in

this study (Data S1K–S1U), and interactive 4D visualizations of

our cellular-resolution dynamic atlas (Data S1O) are available

as a public repository. Future work will focus on continued im-

provements to this computational toolkit to enable new analyses

of complex image data, as well as developing a new cell lineag-

ing framework based in its entirely on a deep learning paradigm.

Access to the custom—and often highly experimental—micro-

scopes that enable such advancements has been notoriously

difficult. However, it is of critical importance that such instru-

ments are made available to the community immediately and

independently of any need for synergy or collaborative coordina-

tion. As such, we have partnered with the Janelia Advanced

Imaging Center and built a copy of our adaptive light-sheet

microscope with all capabilities and functions described in this

work. This instrument is dedicated solely to the free use by the

general scientific community and maintained by a team of ex-

perts that guide users through sample preparation, imaging,

and image analysis (https://www.aicjanelia.org/).

The steadymarch of advancing imaging technologies and new

computational methods makes this a truly exciting time for the

field of mouse development, which has largely been left behind

by new imaging strategies in favor of more ‘amenable’ organ-

isms like Drosophila or zebrafish. The comprehensive methodo-

logical framework we have presented here and the generation of

a dynamic atlas of early mouse development will hopefully serve

as the first step in the next phase of our understanding of

mammalian development as a whole.

STAR+METHODS

Detailed methods are provided in the online version of this paper

and include the following:

d KEY RESOURCES TABLE

d CONTACT FOR REAGENT AND RESOURCE SHARING

d EXPERIMENTAL MODEL AND SUBJECT DETAILS

B Transgenic mice and reporters

B Sample preparation, embryo culture and imaging of

mouse embryos

d METHOD DETAILS

B Adaptive light-sheet microscope for imaging post-im-

plantation mouse development

B Large-scale image data management

B Robust affine 3D registration of multi-view and time-

lapse image data

B TGMM 2.0 framework for cell nuclei segmentation and

tracking
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B Long-term tracking of cell movements with Statistical

Vector Flow (SVF)

B Convolutional neural network for automated detection

of cell divisions

B TARDIS algorithm for spatiotemporal registration of

multiple embryos

B Constructing an average embryo from multiple recon-

structed embryos

B Probabilistic and statistical cell fate maps

B Computation of tissue morphodynamics maps

B A practical guide to the framework for analyzing image

data of mouse development

SUPPLEMENTAL INFORMATION

Supplemental Information includes five figures, one table, seven videos, two

data files, and one methods file and can be found with this article online at

https://doi.org/10.1016/j.cell.2018.09.031.
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SUMMARY

The splicing of pre-mRNAs into mature transcripts
is remarkable for its precision, but the mechanisms
by which the cellular machinery achieves such
specificity are incompletely understood. Here, we
describe a deep neural network that accurately pre-
dicts splice junctions from an arbitrary pre-mRNA
transcript sequence, enabling precise prediction of
noncoding genetic variants that cause cryptic
splicing. Synonymous and intronic mutations with
predicted splice-altering consequence validate at a
high rate on RNA-seq and are strongly deleterious
in the human population. De novo mutations with
predicted splice-altering consequence are signifi-
cantly enriched in patients with autism and intellec-
tual disability compared to healthy controls and vali-
date against RNA-seq in 21 out of 28 of these
patients. We estimate that 9%–11% of pathogenic
mutations in patients with rare genetic disorders
are caused by this previously underappreciated
class of disease variation.

INTRODUCTION

Exome sequencing has transformed the clinical diagnosis of

patients and families with rare genetic disorders and, when

employed as a first-line test, significantly reduces the time and

costs of the diagnostic odyssey (Tan et al., 2017). However,

the diagnostic yield of exome sequencing is �25%–30% in

rare genetic disease cohorts, leaving the majority of patients

without a diagnosis even after combined exome and microarray

testing (Lee et al., 2014; Yang et al., 2014). Noncoding regions

play a significant role in gene regulation and account for 90%

of causal disease loci discovered in unbiased genome-wide as-

sociation studies of human complex diseases (Farh et al., 2015;

Maurano et al., 2012), suggesting that penetrant noncoding

variants may also account for a significant burden of causal mu-

tations in rare genetic diseases. Indeed, penetrant noncoding

variants that disrupt the normal pattern of mRNA splicing despite

lying outside the essential GT and AG splice dinucleotides, often

referred to as cryptic splice variants, have long been recognized

to play a significant role in rare genetic diseases (Cooper et al.,

2009). However, cryptic splice mutations are often overlooked

in clinical practice, due to our incomplete understanding of the

splicing code and the resulting difficulty in accurately identifying

splice-altering variants outside the essential GT and AG dinucle-

otides (Wang and Burge, 2008).

Recently, RNA sequencing (RNA-seq) has emerged as a

promising assay for detecting splicing abnormalities in Mende-

lian disorders (Cummings et al., 2017), but thus far its utility in

a clinical setting remains limited to a minority of cases where

the relevant cell type is known and accessible to biopsy. High-

throughput screening assays of potential splice-altering variants

(Soemedi et al., 2017) have expanded the characterization of

splicing variation but are less practical for evaluating random

de novomutations in genetic diseases, since the genomic space

where splice-altering mutations may occur is extremely large.

General prediction of splicing from an arbitrary pre-mRNA

sequence would potentially allow precise prediction of the

splice-altering consequences of noncoding variants, substan-

tially improving diagnosis in patients with genetic diseases. To

date, a general predictive model of splicing from a raw sequence

that approaches the specificity of the spliceosome remains

elusive, despite progress in specific applications, such as

modeling the sequence characteristics of the core splicing mo-

tifs (Yeo and Burge, 2004), characterizing exonic splice en-

hancers and silencers (Fairbrother et al., 2002; Wang et al.,

2004), and predicting cassette exon inclusion (Xiong et al., 2015).

RESULTS

Accurate Prediction of Splicing from a Primary
Sequence Using Deep Learning
We constructed SpliceAI, a deep residual neural network (He

et al., 2016) that predicts whether each position in a pre-mRNA
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Figure 1. Predicting Splicing from Primary Sequence with Deep Learning

(A) For each position in the pre-mRNA transcript, SpliceAI-10k uses 10,000 nucleotides of flanking sequence as input and predicts whether that position is a splice

acceptor, splice donor, or neither.

(B) The full pre-mRNA transcript for the CFTR gene scored using MaxEntScan (top) and SpliceAI-10k (bottom) is shown, along with predicted acceptor (red

arrows) and donor (green arrows) sites and the actual positions of the exons (black boxes). For each method, we applied the threshold that made the number of

predicted sites equal to the total number of actual sites.

(C) We measured the inclusion rate of each exon on RNA-seq and show the SpliceAI-10k score distribution for exons at different inclusion rates. Shown are the

maximum of the exon’s acceptor and donor scores.

(D) Impact of in silico mutating each nucleotide around exon 9 in the U2SURP gene. The vertical size of each nucleotide shows the decrease in the predicted

strength of the acceptor site (black arrow) when that nucleotide is mutated (D score).

(E) Effect of the size of the input sequence context on the accuracy of the network. Top-k accuracy is the fraction of correctly predicted splice sites at the threshold

where the number of predicted sites is equal to the actual number of sites present. PR-AUC is the area under the precision-recall curve. We also show the top-k

accuracy and PR-AUC for three other algorithms for splice-site detection.

(legend continued on next page)
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transcript is a splice donor, splice acceptor, or neither (Figures

1A and S1), using as input only the genomic sequence of the

pre-mRNA transcript. Because splice donors and splice accep-

tors may be separated by tens of thousands of nucleotides, we

employed a network architecture consisting of 32 dilated convo-

lutional layers that can recognize sequence determinants span-

ning very large genomic distances. In contrast to previous

methods that have only considered short nucleotide windows

adjoining exon-intron boundaries (Yeo and Burge, 2004), or

relied on human-engineered features, our neural network learns

splicing determinants directly from the primary sequence by

evaluating 10,000 nucleotides of the flanking context sequence

to predict the splice function of each position in the pre-mRNA

transcript.

We used GENCODE-annotated pre-mRNA transcript se-

quences (Harrow et al., 2012) on a subset of the human chromo-

somes to train the parameters of the neural network, and

transcripts on the remaining chromosomes, with paralogs

excluded, to test the network’s predictions. For pre-mRNA tran-

scripts in the test dataset, the network predicts splice junctions

with 95% top-k accuracy, which is the fraction of correctly pre-

dicted splice sites at the threshold where the number of pre-

dicted sites is equal to the actual number of splice sites present

in the test dataset (Boyd et al., 2012; Yeo and Burge, 2004). Even

genes in excess of 100 kb such asCFTR are often reconstructed

perfectly to nucleotide precision (Figure 1B). To confirm that the

network is not simply relying on exonic sequence biases, we also

tested the network on long noncoding RNAs. Despite the incom-

pleteness of noncoding transcript annotations, which is ex-

pected to reduce our accuracy, the network predicts known

splice junctions in long noncoding RNAs (lincRNAs) with 84%

top-k accuracy (Figures S2A and S2B), indicating that it can

approximate the behavior of the spliceosome on arbitrary se-

quences that are free from protein-coding selective pressures.

For each GENCODE-annotated exon in the test dataset

(excluding the first and last exons of each gene), we also exam-

ined whether the network’s prediction scores correlate with the

fraction of reads supporting exon inclusion versus exon skip-

ping, based on RNA-seq data from the Gene and Tissue Expres-

sion (GTEx) atlas (The GTEx Consortium et al., 2015; Lonsdale

et al., 2013) (Figure 1C). Exons that were constitutively spliced

in or spliced out across GTEx tissues had prediction scores

that were close to 1 or 0, respectively, whereas exons that under-

went a substantial degree of alternative splicing (between 10%

and 90% exon inclusion averaged across samples) tended to-

ward intermediate scores (Pearson correlation = 0.78, p z 0).

We next sought to understand the sequence determinants uti-

lized by the network to achieve its remarkable accuracy. We per-

formed systematic in silico substitutions of each nucleotide near

annotated exons, measuring the effects on the network’s predic-

tion scores at the adjoining splice sites (Figure 1D).We found that

disrupting the sequence of a splice donor motif frequently

caused the network to predict that the upstream splice acceptor

site will also be lost, as is observed with exon-skipping events

in vivo, indicating that a significant degree of specificity is im-

parted by exon definition between a paired upstream acceptor

motif and a downstream donor motif set at an optimal distance

(Berget, 1995). Additional motifs that contribute to the splicing

signal include the well-characterized binding motifs of the

branchpoint and the SR-protein family (Figures S2C and S2D)

(Fairbrother et al., 2002). The effects of these motifs are highly

dependent on their position in the exon, suggesting that their

roles include specifying the precise positioning of intron-exon

boundaries by differentiating between competing acceptor and

donor sites.

Training the network with varying input sequence context

markedly impacts the accuracy of the splice predictions (Fig-

ure 1E), indicating that long-range sequence determinants thou-

sands of nucleotides away from the splice site are essential for

discerning functional splice junctions from the large number of

nonfunctional sites with near-optimal motifs. To examine long-

range and short-range specificity determinants, we compared

the scores assigned to annotated junctions by a model trained

on 80 nt of the sequence context (SpliceAI-80nt) versus the full

model that is trained on 10,000 nt of context (SpliceAI-10k).

The network trained on 80 nt of the sequence context assigns

lower scores to junctions adjoining exons or introns of typical

length (150 nt for exons, �1,000 nt for introns) (Figure 1F), in

agreement with earlier observations that such sites tend to

have weaker splice motifs compared to the splice sites of exons

and introns, which are unusually long or short (Amit et al., 2012).

In contrast, the network trained on 10,000 nt of the sequence

context shows preference for introns and exons of average

length, despite their weaker splice motifs, because it can ac-

count for long-range specificity conferred by exon or intron

length. The skipping of weaker motifs in long uninterrupted in-

trons is consistent with the faster RNA polymerase II elongation

experimentally observed in the absence of exon pausing, which

may allow the spliceosome less time to recognize suboptimal

motifs (Close et al., 2012; Jonkers et al., 2014). Our findings sug-

gest that the average splice junction possesses favorable long-

range sequence determinants that confer substantial specificity,

explaining the high degree of sequence degeneracy tolerated at

most splice motifs.

Because splicing occurs co-transcriptionally, interactions be-

tween chromatin state and co-transcriptional splicing might also

guide exon definition (Luco et al., 2010) and have the potential to

be utilized by the network to the extent that chromatin state is

predictable from the primary sequence. In particular, genome-

wide studies of nucleosome positioning have shown that

(F) Relationship between exon-intron length and the strength of the adjoining splice sites, as predicted by SpliceAI-80 nt (local motif score) and SpliceAI-10k. The

genome-wide distributions of exon length (yellow) and intron length (pink) are shown in the background. The x axis is in log-scale.

(G) A pair of splice acceptor and donor motifs, placed 150 nt apart, are walked along theHMGCR gene. Shown are, at each position, K562 nucleosome signal and

the likelihood of the pair forming an exon at that position, as predicted by SpliceAI-10k. The genome-wide Spearman correlation between the two tracks is shown.

(H) Average K562 andGM12878 nucleosome signal near privatemutations that are predicted by the SpliceAI-10kmodel to create novel exons in theGTEx cohort.

The p value by permutation test is shown.

See also Figures S1 and S2.
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nucleosome occupancy is higher in exons (Schwartz et al., 2009;

Spies et al., 2009). To test whether the network uses sequence

determinants of nucleosome positioning for splice site predic-

tion, we walked a pair of optimal acceptor and donor motifs

separated by 150 nt (roughly the size of the average exon) across

the genome and asked the network to predict whether the pair of

motifs would result in exon inclusion at that locus (Figure 1G). We

find that positions predicted to be favorable for exon inclusion

correlated with positions of high nucleosome occupancy, even

in intergenic regions (Spearman correlation = 0.36, p z 0), and

this effect persists after controlling for GC content (Figure S2E).

These results suggest that the network has implicitly learned to

predict nucleosome positioning from the primary sequence

and utilizes it as a specificity determinant in exon definition.

Similar to exons and introns of average length, exons positioned

over nucleosomes have weaker local splice motifs (Figure S2F),

consistent with greater tolerance for degenerate motifs in the

presence of compensatory factors (Spies et al., 2009).

Although multiple studies have reported a correlation be-

tween exons and nucleosome occupancy, a causal role for

nucleosome positioning in exon definition has not been firmly

established. Using data from 149 individuals with both RNA-

seq and whole-genome sequencing from the Genotype-Tissue

Expression (GTEx) cohort (The GTEx Consortium et al., 2015;

Lonsdale et al., 2013), we identified novel exons that were pri-

vate to a single individual, and corresponded to a private

splice site-creating genetic mutation. These private exon-cre-

ation events were significantly associated with existing nucle-

osome positioning in K562 and GM12878 cells (p = 0.006 by

permutation test, Figure 1H), even though these cell lines

most likely lack the corresponding private genetic mutations.

Our results indicate that genetic variants are more likely to

trigger creation of a novel exon if the resulting novel exon

would overlay a region of existing nucleosome occupancy,

supporting a causal role for nucleosome positioning in pro-

moting exon definition.

Verification of Predicted Cryptic Splice Mutations in
RNA-Seq Data
We extended the deep learning network to the evaluation of ge-

netic variants for splice-altering function by predicting exon-

intron boundaries for both the reference pre-mRNA transcript

sequence and the alternate transcript sequence containing the

variant, and taking the difference between the scores (D score,

Figure 2A). Importantly, the network was only trained on refer-

ence transcript sequences and splice junction annotations,

and never saw variant data during training, making prediction

of variant effects a challenging test of the network’s ability to

accurately model the sequence determinants of splicing.

We looked for the effects of cryptic splice variants in RNA-seq

data in the GTEx cohort, comprising 149 individuals with both

whole-genome sequencing and RNA-seq from multiple tissues.

To approximate the scenario encountered in rare disease

sequencing, we first focused on rare, private mutations (present

in only one individual in the GTEx cohort). We find that private

mutations predicted to have functional consequences by the

neural network are strongly enriched at private novel splice junc-

tions and at the boundaries of skipped-over exons in private

exon-skipping events (Figure 2B), suggesting that a large frac-

tion of these predictions are functional.

To quantify the effects of splice-site creating variants on the

relative production of normal and aberrant splice isoforms, we

measured the number of reads supporting the novel splice event

as a fraction of the total number of reads covering the site (Fig-

ure 2C). We calculated both the decrease in the fraction of reads

that spliced at the disrupted junction and the increase in the

Figure 2. Validation of Rare Cryptic Splice Mutations in RNA-Seq Data

(A) To assess the splice-altering impact of a mutation, SpliceAI-10k predicts acceptor and donor scores at each position in the pre-mRNA sequence of the gene

with and without the mutation, as shown here for rs397515893, a pathogenic cryptic splice variant in theMYBPC3 intron associated with cardiomyopathy. The D

score value for the mutation is the largest change in splice prediction scores within 50 nt from the variant.

(B) We scored private genetic variants (observed in only one out of 149 individuals in the GTEx cohort) with SpliceAI-10k. Shown are the enrichment of private

variants predicted to alter splicing (D score >0.2, blue) or to have no effect on splicing (D score <0.01, red) in the vicinity of private exon-skipping junctions (top) or

private acceptor and donor sites (bottom). The y axis shows the number of times a private splice event and a nearby private genetic variant co-occur in the same

individual, compared to expected numbers obtained through permutations.

(C) Example of a heterozygous synonymous variant in the PYGB gene that creates a novel donor site with incomplete penetrance. RNA-seq coverage, junction

read counts, and the positions of junctions (blue and gray arrows) are shown for the individual with the variant and a control individual. The effect size is computed

as the difference in the usage of the novel junction (AC) between individuals with the variant and individuals without the variant. In the stacked bar graph below, we

show the number of reads with the reference or alternate allele that used the annotated or the novel junction (‘‘no splicing’’ and ‘‘novel junction’’ respectively). The

total number of reference reads differed significantly from the total number of alternate reads (p = 0.018, Binomial test), suggesting that 60%of transcripts splicing

at the novel junction are missing in the RNA-seq data, presumably due to nonsense mediated decay (NMD).

(D) Fraction of cryptic splice mutations predicted by SpliceAI-10k that validated against the GTEx RNA-seq data. The validation rate of disruptions of essential

acceptor or donor dinucleotides (dashed line) is less than 100% due to insufficient coverage and nonsense mediated decay.

(E) Distribution of effect sizes for validated cryptic splice predictions. The dashed line (50%) corresponds to the expected effect size of fully penetrant hetero-

zygous variants. The measured effect size of essential acceptor or donor dinucleotide disruptions is less than 50% due to nonsense-mediated decay or un-

accounted-for isoform changes.

(F) Sensitivity of SpliceAI-10k at detecting splice-altering private variants in the GTEx cohort at different D score cutoffs. Variants are split into deep intronic

variants (>50 nt from exons) and variants near exons (overlapping exons or %50 nt from exon-intron boundaries).

(G) Validation rate and sensitivity of SpliceAI-10k and three other methods for splice site prediction at different confidence cutoffs. The three dots on the SpliceAI-

10k curve show the performance of SpliceAI-10k at D score cutoffs of 0.2, 0.5, and 0.8. For the other three algorithms, the three dots on the curve indicate their

performance at the thresholds where they predict the same number of cryptic splice variants as SpliceAI-10k at D score cutoffs of 0.2, 0.5, and 0.8.

See also Figures S3 and S4 and Tables S1 and S2.
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fraction of reads that skipped the exon, taking the larger of the

two effects (Figure S3A; STAR Methods).

Confidently predicted cryptic splice variants (D score R0.5)

validate on RNA-seq at three-quarters the rate of essential GT

or AG splice disruptions (Figure 2D). Both the validation rate

and effect size of cryptic splice variants closely track their D

scores (Figures 2D and 2E), demonstrating that the model’s

prediction score is a good proxy for the splice-altering potential

of a variant. Validated variants, especially those with lower

scores (D score <0.5), are often incompletely penetrant, and

result in alternative splicing with production of a mixture of

both aberrant and normal transcripts in the RNA-seq data (Fig-

ure 2E). Our estimates of validation rates and effect sizes are

conservative and likely underestimate the true values, due to

both unaccounted-for splice isoform changes and nonsense-

mediated decay (Figures 2C and S3A). This is evidenced by

the average effect sizes of variants that disrupt essential GT

and AG splice dinucleotides being less than the 50% expected

for fully penetrant heterozygous variants.

For cryptic splice variants that produce aberrant splice iso-

forms in at least three-tenths of the observed copies of the

mRNA transcript, the network has a sensitivity of 71% when

the variant is near exons, and 41% when the variant is in the

deep intronic sequence (D score R0.5, Figure 2F). These find-

ings indicate that deep intronic variants are more challenging

to predict, possibly because deep intronic regions contain fewer

of the specificity determinants that have been selected to be pre-

sent near exons.

To benchmark the performance of our network against exist-

ing methods, we selected three popular classifiers that have

been referenced in the literature for rare genetic disease diag-

nosis, GeneSplicer (Pertea et al., 2001), MaxEntScan (Yeo and

Burge, 2004), and NNSplice (Reese et al., 1997), and plotted

the RNA-seq validation rate and sensitivity at varying thresholds

(Figure 2G). As has been the experience of others in the field

(Cummings et al., 2017), we find that existing classifiers have

insufficient specificity given the very large number of noncoding

variants genome-wide that can possibly affect splicing, presum-

ably because they focus on local motifs and largely do not ac-

count for long-range specificity determinants.

Given the large gap in performance compared with existing

methods, we performed additional controls to exclude the pos-

sibility that our results in the RNA-seq data could be confounded

by overfitting. First, we repeated the validation and sensitivity an-

alyses separately for private variants and variants present in

more than one individual in the GTEx cohort (Figures S3B–

S3D) and verified that, at the same D score thresholds, private

and common variants show no significant differences in their

validation rate (p > 0.05, Fisher’s exact test). Second, we also

saw no significant differences in the validation rates of cryptic

splice variants that create new GT or AG dinucleotides, variants

that affect the extended acceptor or donor motif, and variants

that occur in more distal regions (p > 0.3 c2 test of uniformity

and p > 0.3 Mann-Whitney U test, respectively, Figures S3E

and S3F). Third, we performed the RNA-seq validation and

sensitivity analyses separately for variants on the chromosomes

used for training and variants on the rest of the chromosomes

(Figures S4A and S4B). Although the network was trained only

on the reference genomic sequence and splice annotations,

and was not exposed to variant data during training, we wanted

to rule out the possibility of biases in variant predictions arising

from the fact that the network has seen the reference sequence

in the training chromosomes. We found that the network per-

forms equally well on variants from the training and testing chro-

mosomes, with no significant difference in validation rate or

sensitivity (p > 0.05, Fisher’s exact test), indicating that the net-

work’s variant predictions are unlikely to be explained by overfit-

ting the training sequences.

Tissue-Specific Alternative Splicing Frequently Arises
from Weak Cryptic Splice Variants
Alternative splicing is a major mode of gene regulation that

serves to increase the diversity of transcripts in different tissues

and developmental stages, and its dysregulation is associated

with disease processes (Irimia et al., 2014; Wang et al., 2008).

Unexpectedly, we find that the relative usage of novel splice

junctions created by cryptic splice mutations can vary substan-

tially across tissues (Figure 3A). Moreover, variants that cause

tissue-specific differences in splicing are reproducible across

multiple individuals (Figure 3B), indicating that tissue-specific

biology likely underlies these differences, rather than stochastic

effects.We find that 35%of cryptic splice variants with weak and

intermediate predicted scores (D score 0.35–0.8) exhibit signifi-

cant differences in the fraction of normal and aberrant transcripts

produced across tissues (Bonferroni corrected p < 0.01 for a c2

test, Figure 3C). This contrastedwith variants with high predicted

scores (D score >0.8), which were significantly less likely to pro-

duce tissue-specific effects (p = 0.015). Our findings align with

the earlier observation that alternatively spliced exons tend to

have intermediate prediction scores (Figure 1C), compared to

exons that are constitutively spliced in or spliced out, which

have scores that are close to 1 or 0, respectively.

These results support a model where tissue-specific factors,

such as the chromatin context and binding of RNA-binding pro-

teins, may swing the contest between two splice junctions that

are close in favorability (Luco et al., 2010; Ule et al., 2003). Strong

cryptic splice variants are likely to fully shift splicing from the

normal to the aberrant isoform irrespective of the epigenetic

context, whereas weaker variants bring splice junction selection

closer to the decision boundary, resulting in alternative junction

usage in different tissue types and cell contexts. This highlights

the unexpected role played by cryptic splice mutations in gener-

ating novel alternative splicing diversity, as natural selection

would then have the opportunity to preserve mutations that

create useful tissue-specific alternative splicing.

Predicted Cryptic Splice Variants Are Strongly
Deleterious in Human Populations
Although predicted cryptic splice variants validate at a high rate

in RNA-seq, in many cases the effects are not fully penetrant and

a mixture of both normal and aberrant splice isoforms are pro-

duced, raising the possibility that a fraction of these cryptic

splice-altering variants may not be functionally significant. To

explore the signature of natural selection on predicted cryptic

splice variants, we scored each variant present in 60,706 human

exomes from the Exome Aggregation Consortium (ExAC)
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database (Lek et al., 2016) and identified variants that were pre-

dicted to alter exon-intron boundaries.

To measure the extent of negative selection acting on pre-

dicted splice-altering variants, we counted the number of pre-

dicted splice-altering variants found at common allele fre-

quencies (R0.1% in the human population) and compared it to

the number of predicted splice-altering variants at singleton

allele frequencies in ExAC (i.e., in 1 out of 60,706 individuals).

Because of the recent exponential expansion in human popula-

tion size, singleton variants represent recently createdmutations

that have been minimally filtered by purifying selection (Tennes-

sen et al., 2012). In contrast, common variants represent a sub-

set of neutral mutations that have passed through the sieve of

purifying selection. Hence, depletion of predicted splice-altering

variants in the common allele frequency spectrum relative

to singleton variants provides an estimate of the fraction of

A B

C

Figure 3. Cryptic Splice Variants Frequently Create Tissue-Specific Alternative Splicing

(A) Example of a heterozygous exonic variant in theCDC25B gene, which creates a novel donor site. The variant is private to a single individual in the GTEx cohort

and exhibits tissue-specific alternative splicing that favors a greater fraction of the novel splice isoform in muscle compared to fibroblasts (p = 0.006 by Fisher’s

exact test). RNA-seq coverage, junction read counts, and the positions of junctions (blue and gray arrows) are shown for the individual with the variant and a

control individual, in both muscle and fibroblasts.

(B) Example of a heterozygous exonic acceptor-creating variant in the FAM229B gene, which exhibits consistent tissue-specific effects across all three in-

dividuals in the GTEx cohort who harbor the variant. RNA-seq for artery and lung are shown for the three individuals with the variant and a control individual.

(C) Fraction of splice site-creating variants in the GTEx cohort that are associated with significantly non-uniform usage of the novel junction across expressing

tissues, evaluated by the chi-square test for homogeneity. Validated cryptic splice variants with low to intermediate D score values were more likely to result in

tissue-specific alternative splicing (p = 0.015, Fisher’s exact test).
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predicted splice-altering variants that are deleterious, and there-

fore functional. To avoid confounding effects on the protein-cod-

ing sequence, we restricted our analysis to synonymous variants

and intronic variants lying outside the essential GT or AGdinucle-

otides, excluding missense mutations that are also predicted to

have splice-altering effects.

At common allele frequencies, high-scoring predicted cryptic

splice variants (D score R0.8) are under strong negative selec-

tion, as evidenced by their relative depletion compared to expec-

tation (Figure 4A). At this threshold, where most variants are ex-

pected to be close to fully penetrant in the RNA-seq data

(Figure 2D), predicted synonymous and intronic cryptic splice

mutations are depleted by 78% at common allele frequencies,

which is comparable with the 82% depletion of frameshift,

stop-gain, and essential GT or AG splice-disrupting variants (Fig-

ure 4B). The impact of negative selection is larger when consid-

ering cryptic splice variants that would cause frameshifts over

those that cause in-frame changes (Figure 4C). The depletion

of cryptic splice variants with frameshift consequence is nearly

identical to that of other classes of protein-truncating variation,

indicating that the vast majority of confidently predicted cryptic

splice mutations in the exonic and near-intronic regions (%50

nt from known exon-intron boundaries) are functional and have

strongly deleterious effects in the human population.

To extend this analysis into deep intronic regions (>50 nt

from known exon-intron boundaries), we used aggregated
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Figure 4. Predicted Cryptic Splice Variants Are Strongly Deleterious in Human Populations

(A) Synonymous and intronic variants (%50 nt from known exon-intron boundaries and excluding the essential GT or AG dinucleotides) with confidently predicted

splice-altering effects (D scoreR0.8) are strongly depleted at common allele frequencies (R0.1%) in the human population relative to rare variants observed only

once in 60,706 individuals. The 4.58 odds ratio (p < 10�127 by c2 test) indicates that 78% of recently arising predicted cryptic splice variants are sufficiently

deleterious to be removed by natural selection.

(B) Fraction of protein-truncating variants and predicted synonymous and intronic cryptic splice variants in the ExAC dataset that are deleterious, calculated as

in (A).

(C) Fraction of synonymous and intronic cryptic splice gain variants in the ExAC dataset that are deleterious (D scoreR0.8), split based on whether the variant is

expected to cause a frameshift or not (p < 0.005 by c2 test).

(D) Fraction of protein-truncating variants and predicted deep intronic (>50 nt from known exon-intron boundaries) cryptic splice variants in the gnomAD dataset

that are deleterious, calculated as in (A).

(E) Average number of rare (allele frequency <0.1%) protein-truncating variants and rare functional cryptic splice variants per individual human genome. The

number of cryptic splice mutations that are expected to be functional is estimated based on the fraction of predictions that are deleterious. The total number of

predictions is higher. Error bars represent SD.

See also Figure S4.
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Figure 5. De Novo Cryptic Splice Mutations in Patients with Rare Genetic Disease

(A) Predicted cryptic splice de novo mutations per person for patients from the Deciphering Developmental Disorders cohort (DDD), individuals with autism

spectrum disorders (ASDs) from the Simons Simplex Collection and the Autism Sequencing Consortium, as well as healthy controls. Enrichment in the DDD and

ASD cohorts above healthy controls is shown, adjusting for variant ascertainment between cohorts. Error bars show 95% confidence intervals.

(B) Estimated proportion of pathogenic de novo mutations by functional category for the DDD and ASD cohorts, based on the enrichment of each category

compared to healthy controls.

(C) Enrichment and excess of cryptic splice de novo mutations in the DDD and ASD cohorts compared to healthy controls at different D score thresholds.

(D) List of novel candidate disease genes enriched for de novomutations in the DDD and ASD cohorts (FDR <0.01), when predicted cryptic splice mutations were

included together with protein-coding mutations in the enrichment analysis. Phenotypes that were present in multiple individuals are shown.

(E) Three examples of predicted de novo cryptic splice mutations in autism patients that validate on RNA-seq, resulting in intron retention, exon skipping, and

exon extension, respectively. For each example, RNA-seq coverage and junction counts for the affected individual are shown at the top, and a control individual

(legend continued on next page)
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whole-genome sequencing data from 15,496 humans from the

Genome Aggregation Database (gnomAD) cohort (Lek et al.,

2016) to calculate the observed and expected counts of cryptic

splice mutations at common allele frequencies. Overall, we

observe a 56% depletion of common cryptic splice mutations

(D score R0.8) at a distance >50 nt from an exon-intron bound-

ary (Figure 4D), consistent with greater difficulty in predicting the

impact of deep intronic variants, as we had observed in the RNA-

seq data.

We next sought to estimate the potential for cryptic splice mu-

tations to contribute to penetrant genetic disease, relative to

other types of protein-coding variation, by measuring the num-

ber of rare cryptic splice mutations per individual in the gnomAD

cohort. Based on the fraction of predicted cryptic splice muta-

tions that are under negative selection (Figure 4A), the average

human carries �5 rare functional cryptic splice mutations (allele

frequency <0.1%), compared to�11 rare protein-truncating var-

iants (Figure 4E). Cryptic splice variants outnumber essential GT

or AG splice-disrupting variants roughly 2:1. We caution that a

significant fraction of these cryptic splice variants may not fully

abrogate gene function, either because they produce in-frame

alterations, or because they do not completely shift splicing to

the aberrant isoform.

De Novo Cryptic Splice Mutations Are a Major Cause of
Rare Genetic Disorders
Large-scale sequencing studies of patients with autism spec-

trum disorders and severe intellectual disability have demon-

strated the central role of de novo protein-coding mutations

(missense, nonsense, frameshift, and essential splice dinucleo-

tide) that disrupt genes in neurodevelopmental pathways (Fitz-

gerald et al., 2015; Iossifov et al., 2014;McRae et al., 2017; Neale

et al., 2012; De Rubeis et al., 2014; Sanders et al., 2012). To

assess the clinical impact of noncoding mutations that act

through altered splicing, we applied the neural network to predict

the effects of de novomutations in 4,293 individuals with intellec-

tual disability from the Deciphering Developmental Disorders

(DDD) cohort (McRae et al., 2017), 3,953 individuals with autism

spectrum disorders (ASDs) from the Simons Simplex Collection

(De Rubeis et al., 2014; Sanders et al., 2012; Turner et al., 2016)

and the Autism Sequencing Consortium, and 2,073 unaffected

sibling controls from the Simons Simplex Collection. To control

for differences in de novo variant ascertainment across studies,

we normalized the expected number of de novo variants such

that the number of synonymous mutations per individual was

the same across cohorts.

De novo mutations that are predicted to disrupt splicing are

enriched 1.51-fold in intellectual disability (p = 0.000416) and

1.30-fold in autism spectrum disorder (p = 0.0203) compared

to healthy controls (D score R0.1, Figure 5A; Table S3).

Splice-disrupting mutations are also significantly enriched in

cases versus controls when considering only synonymous and

intronic mutations (Figures S5A–S5C), excluding the possibility

that the enrichment could be explained solely by mutations

with dual protein-coding and splicing effects. Based on the

excess of de novo mutations in affected versus unaffected indi-

viduals, cryptic splice mutations are estimated to comprise

about 11% of pathogenic mutations in autism spectrum disor-

der, and 9% in intellectual disability (Figure 5B), after adjusting

for the expected fraction of mutations in regions that lacked

sequencing coverage or variant ascertainment in each study.

Most de novo predicted cryptic splice mutations in affected indi-

viduals had D scores <0.5 (Figures 5C, S5D, and S5E) and would

be expected to produce a mixture of normal and aberrant tran-

scripts based on variants with similar scores in the GTEx RNA-

seq dataset.

To estimate the enrichment of cryptic splice mutations in

candidate disease genes compared to chance, we calculated

the probability of calling a de novo cryptic splice mutation for

each individual gene using trinucleotide context to adjust for mu-

tation rate (Samocha et al., 2014) (Table S3). Combining both

cryptic splice mutations and protein-coding mutations in novel

gene discovery yields 5 additional candidate genes associated

with intellectual disability and 2 additional genes associated

with autism spectrum disorder (Figure 5D; Table S3) that would

have been below the discovery threshold (false discovery rate

[FDR] <0.01) when considering only protein-coding mutations

(Sanders et al., 2015).

Experimental Validation of De Novo Cryptic Splice
Mutations in Autism Patients
We obtained peripheral blood-derived lymphoblastoid cell lines

(LCLs) from 36 individuals from the Simons Simplex Collection,

which harbored predicted de novo cryptic splice mutations in

genes with at least a minimal level of LCL expression (Iossifov

et al., 2014; Sanders et al., 2015); each individual represented

the only case of autism within their immediate family. As is

the case for most rare genetic diseases, the tissue and cell

type of relevance (presumably developing brain) was not acces-

sible. Hence, we performed high-depth mRNA sequencing

(�350 million 3 150-bp single-end reads per sample, roughly

10 times the coverage of GTEx) to compensate for the weak

expression of many of these transcripts in LCLs. To ensure

that we were validating a representative set of predicted cryptic

splice variants, rather than simply the top predictions, we applied

relatively permissive thresholds (D score >0.1 for splice loss var-

iants and D score >0.5 for splice gain variants; STAR Methods)

and performed experimental validation on all de novo variants

meeting these criteria.

After excluding 8 individuals who had insufficient RNA-seq

coverage at the gene of interest (Figure S6), we identified unique,

aberrant splicing events associated with the predicted de novo

cryptic splice mutation in 21 out of 28 patients (Figures 5E and

S6). These aberrant splicing events were absent from the other

35 individuals for whom deep LCL RNA-seq was obtained, as

well as the 149 individuals from the GTEx cohort. Among the

without the mutation is shown at the bottom. Sequences are shown on the sense strand with respect to the transcription of the gene. Blue and gray arrows

demarcate the positions of the junctions in the individual with the variant and the control individual, respectively.

(F) Validation status for 36 predicted cryptic splice sites selected for experimental validation by RNA-seq.

See also Figures S4, S5, and S6 and Tables S3 and S4.

544 Cell 176, 535–548, January 24, 2019



21 confirmed de novo cryptic splice mutations, we observed 9

cases of novel junction creation (Iossifov et al., 2014; Sanders

et al., 2015), 8 cases of exon skipping, and 4 cases of intron

retention, as well as more complex splicing aberrations (Fig-

ure 5F; Table S4). Seven cases did not show aberrant splicing

in LCLs, despite adequate expression of the transcript. Although

a subset of these may represent false positive predictions, some

cryptic splice mutations may result in tissue-specific alternative

splicing that is not observable in LCLs under these experimental

conditions.

The high validation rate of predicted cryptic splicemutations in

patients with autism spectrum disorder (75%), despite the limita-

tions of the RNA-seq assay, indicates that most predictions are

functional. However, the enrichment of de novo cryptic splice

variants in cases compared to controls (1.5-fold in DDD and

1.3-fold in ASD, Figure 5A) is only 38% of the effect size

observed for de novo protein-truncating variants (2.5-fold in

DDD and 1.7-fold in ASD) (Iossifov et al., 2014; McRae et al.,

2017; De Rubeis et al., 2014). This allows us to quantify that func-

tional cryptic splice mutations have roughly 50% of the clinical

penetrance of classic forms of protein-truncating mutation

(stop-gain, frameshift, and essential splice dinucleotide), on ac-

count of many of them only partially disrupting production of the

normal transcript. Indeed, some of the most well-characterized

cryptic splice mutations in Mendelian diseases, such as c.315-

48T > C in FECH (Gouya et al., 2002) and c.-32-13T > G in

GAA (Boerkoel et al., 1995), are hypomorphic alleles associated

with milder phenotype or later age of onset. The estimate of clin-

ical penetrance is calculated for all de novo variants meeting a

relatively permissive threshold (D score R0.1), and variants

with stronger prediction scores would be expected to have

correspondingly higher penetrance.

Based on the excess of de novo mutations in cases versus

controls across the ASD and DDD cohorts, 250 cases can be

explained by de novo cryptic splice mutations compared to

909 cases that can be explained by de novo protein-truncating

variants (Figure 5B). This is consistent with our earlier estimate

of the average number of rare cryptic splice mutations (�5)

compared to rare protein-truncating variants (�11) per person

in the general population (Figure 2E), once the reduced pene-

trance of cryptic splice mutations is factored in. The wide-

spread distribution of cryptic splice mutations across the

genome suggests that the fraction of cases explained by

cryptic splice mutations in neurodevelopmental disorders

(9%–11%, Figure 5B) is likely to generalize to other rare ge-

netic disorders where the primary disease mechanism is loss

of the functional protein. To facilitate the interpretation of

splice-altering mutations, we precomputed the D score pre-

dictions for all possible single nucleotide substitutions

genome-wide and provide them as a resource to the scientific

community. We believe that this resource will promote under-

standing of this previously under-appreciated source of ge-

netic variation.

DISCUSSION

Despite the limited diagnostic yield of exome sequencing in pa-

tients with severe genetic disorders, clinical sequencing has

focused on rare coding mutations, largely disregarding variation

in the noncoding genome due to the difficulty of interpretation.

Here, we introduce a deep learning network that accurately

predicts splicing from the primary nucleotide sequence, thereby

identifying noncoding mutations that disrupt the normal

patterning of exons and introns with severe consequences on

the resulting protein. We show that predicted cryptic splice

mutations validate at a high rate by RNA-seq, are strongly dele-

terious in the human population, and are a major cause of rare

genetic disease.

By using the deep learning network as an in silico model of

the spliceosome, we were able to reconstruct the specificity

determinants that enable the spliceosome to achieve its

remarkable precision in vivo. We reaffirm many of the discov-

eries that were made over the past four decades of research

into splicing mechanisms and show that the spliceosome inte-

grates a large number of short- and long-range specificity de-

terminants in its decisions. In particular, we find that the

perceived degeneracy of most splice motifs is explained by

the presence of long-range determinants such as exon-intron

lengths and nucleosome positioning, which more than compen-

sate and render additional specificity at the motif level unnec-

essary. Our findings demonstrate the promise of deep learning

models for providing biological insights, rather than merely

serving as black box classifiers.

Deep learning is a relatively new technique in biology and is

not without potential trade-offs. By learning to automatically

extract features from a sequence, deep learning models can

utilize sequence determinants not well described by human ex-

perts, but there is also the risk that the model may incorporate

features that do not reflect the true behavior of the spliceo-

some. These irrelevant features could increase the apparent

accuracy of predicting annotated exon-intron boundaries but

would reduce the accuracy of predicting the splice-altering

effects of arbitrary sequence changes induced by genetic vari-

ation. Because accurate prediction of variants provides the

strongest evidence that the model can generalize to true

biology, we provide validation of predicted splice-altering vari-

ants using three fully orthogonal methods: RNA-seq, natural

selection in human populations, and enrichment of de novo var-

iants in case versus control cohorts. While this does not fully

preclude the incorporation of irrelevant features into the model,

the resulting model appears faithful enough to the true biology

of splicing to be of significant value for practical applications

such as identifying cryptic splice mutations in patients with ge-

netic diseases.

Compared to other classes of protein-truncating mutations,

a particularly interesting aspect of cryptic splice mutations is

the widespread phenomenon of alternative splicing due to

incompletely penetrant splice-altering variants, which tend to

weaken canonical splice sites relative to alternative splice

sites, resulting in the production of a mixture of both aberrant

and normal transcripts in the RNA-seq data. The observation

that these variants frequently drive tissue-specific alternative

splicing highlights the unexpected role played by cryptic

splice mutations in generating novel alternative splicing

diversity. A potential future direction would be to train

deep learning models on splice junction annotations from
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RNA-seq of the relevant tissue, thereby obtaining tissue-spe-

cific models of alternative splicing. Training the network on

annotations derived directly from RNA-seq data also helps

to fill gaps in the GENCODE annotations, which improves

the performance of the model on variant prediction (Figures

S3G and S3H).

Our understanding of how mutations in the noncoding

genome lead to human disease remains far from complete.

The discovery of penetrant de novo cryptic splice mutations

in childhood neurodevelopmental disorders demonstrates that

improved interpretation of the noncoding genome can directly

benefit patients with severe genetic disorders. Cryptic splice

mutations also play major roles in cancer (Jung et al., 2015;

Supek et al., 2014), and recurrent somatic mutations in splice

factors have been shown to produce widespread alterations

in splicing specificity (Shirai et al., 2015; Yoshida et al., 2011).

Much work remains to be done to understand regulation of

splicing in different tissues and cellular contexts, particularly

in the event of mutations that directly impact proteins in the

spliceosome. In light of recent advances in oligonucleotide

therapy that could potentially target splicing defects in a

sequence-specific manner (Finkel et al., 2017), greater

understanding of the regulatory mechanisms that govern this

remarkable process could pave the way for novel candidates

for therapeutic intervention.
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SUMMARY

Mammals cannot see light over 700 nm in wave-
length. This limitation is due to the physical thermo-
dynamic properties of the photon-detecting opsins.
However, the detection of naturally invisible near-
infrared (NIR) light is a desirable ability. To break
this limitation, we developed ocular injectable
photoreceptor-binding upconversion nanoparticles
(pbUCNPs). These nanoparticles anchored on retinal
photoreceptors as miniature NIR light transducers to
create NIR light image vision with negligible side ef-
fects. Based on single-photoreceptor recordings,
electroretinograms, cortical recordings, and visual
behavioral tests, we demonstrated that mice with
these nanoantennae could not only perceive NIR
light, but also see NIR light patterns. Excitingly, the
injected mice were also able to differentiate sophisti-
cated NIR shape patterns. Moreover, the NIR light
pattern vision was ambient-daylight compatible and
existed in parallel with native daylight vision. This
new method will provide unmatched opportunities
for awide variety of emerging bio-integrated nanode-
vice designs and applications.

INTRODUCTION

Vision is an essential sensory modality for humans. Our visual

system detects light between 400 and 700 nm (Dubois, 2009;

Wyszecki and Stiles, 1982; Schnapf et al., 1988), so called visible

light. In mammalian photoreceptor cells, light absorbing pig-

ments, consisting of opsins and their covalently linked retinals,

are known as intrinsic photon detectors. However, the detection

of longer wavelength light, such as near-infrared (NIR) light,

though a desirable ability, is a formidable challenge for mam-

mals. This is because detecting longer wavelength light, with

lower energy photons, requires opsins (e.g., human red cone op-

sins) to have much lower energy barriers. Consequently, this re-

sults in unendurable high thermal noise, thus making NIR visual

pigments impractical (Ala-Laurila et al., 2003; Baylor et al., 1980;

Luo et al., 2011; St George, 1952). This physical limitation means

that no mammalian photoreceptor can effectively detect NIR

light that exceeds 700 nm, and mammals are unable to see

NIR light and to project a NIR image to the brain.

To this end, the successful integration of nanoparticles with

biological systems has accelerated basic scientific discoveries

and their translation into biomedical applications (Desai, 2012;

Mitragotri et al., 2015). To develop abilities that do not exist natu-

rally, miniature nanoscale devices and sensors designed to inti-

mately interface with mammals including humans are of growing

interest. Here, we report on an ocular injectable, self-powered,

built-in NIR light nanoantenna that can extend themammalian vi-

sual spectrum to the NIR range. These retinal photoreceptor-

binding upconversion nanoparticles (pbUCNPs) act as miniature

energy transducers that can transform mammalian invisible NIR

light in vivo into short wavelength visible emissions (Liu et al.,

2017; Wu et al., 2009). As sub-retinal injections are a commonly

used ophthalmological practice in animals and humans (Haus-

wirth et al., 2008; Peng et al., 2017), our pbUCNPs were dis-

solved in PBS and then injected into the sub-retinal space in

the eyes of mice. These nanoparticles were then anchored and

bound to the photoreceptors in the mouse retina.

Through in vivo electroretinograms (ERGs) and visually evoked

potential (VEP) recordings in the visual cortex, we showed that

the retina and visual cortex of the pbUCNP-injected mice were

both activated by NIR light. From animal behavioral tests, we

further demonstrated that the pbUCNP-injected mice acquired

NIR light sensation and unique ambient daylight-compatible

NIR light image vision. As a result, the built-in NIR nanoantennae

allowed the mammalian visual spectrum to extend into the NIR

realm effectively without obvious side effects. Excitingly, we

found that pbUCNP-injected animals perceived both NIR and

visible light patterns simultaneously. They also differentiated be-

tween sophisticated NIR light shape patterns (such as triangles

Cell 177, 243–255, April 4, 2019 ª 2019 Elsevier Inc. 243

mailto:baojin@ustc.edu.cn
mailto:gang.han@umassmed.edu
mailto:xuetian@ustc.edu.cn
https://doi.org/10.1016/j.cell.2019.01.038


(legend on next page)

244 Cell 177, 243–255, April 4, 2019



and circles). Importantly, this nanoscale device activated the

photoreceptors by an exceptionally low power NIR light-emitting

diode (LED) light (1.62 mW/cm2), which was attributed to the

proximity between the nanoantennae and photoreceptors in

the eye. Moreover, we comprehensively examined the biocom-

patibility of the pbUCNPs and found negligible side effects.

Therefore, these novel photoreceptor-binding NIR light nano-

antennae provide an injectable, self-powered, biocompatible,

and NIR-visible light compatible solution to extend the mamma-

lian visual spectrum into the NIR range. This concept-proving

research should guide future studies with respect to extending

human and non-human vision without the need for any external

device or genetic manipulation. Endowing mammals with NIR

vision capacity could also pave the way for critical civilian and

military applications.

RESULTS

The Design of pbUCNPs
The human eye is most sensitive to visible light at an electromag-

netic wavelength of �550 nm under photopic conditions (Bieber

et al., 1995; Boynton, 1996). To convert NIR light to this

wavelength, we generated core-shell-structured upconversion

nanoparticles (UCNPs) (i.e., 38 ± 2 nm b-NaYF4:20%Yb, 2%

Er@b-NaYF4) (Figures 1A and 1B), which exhibited an excitation

spectrum peak at 980 nm and emission peak at 535 nm upon

980-nm light irradiation (Mai et al., 2006; Wu et al., 2015) (Figures

1C and 1D). To design water-soluble pbUCNPs, we further con-

jugated concanavalin A protein (ConA) with poly acrylic acid-

coated UCNPs (paaUCNPs) (Figure 1E; STAR Methods). ConA

can bind to sugar residue and derivatives of the photoreceptor

outer segment, forming glyosidic bonds (Bridges, 1981; Bridges

and Fong, 1980; Rutishauser and Sachs, 1975). Successful

ConA conjugation on the surface of the UCNPs was suggested

by the appearance of N-H bending peaks in the Fourier transform

infrared (FT-IR) spectrum (Figure S1A) and by the �285 nm pro-

tein absorption on the ultraviolet-visible spectroscopy (UV/Vis)

spectrum (Figure S1B). To confirm the glyosidic bonds between

ConA and glycoproteins, we added b-cyclodextrin, which pos-

sesses a similar glucosyl unit as that found on the photoreceptor

outer segment, to the pbUCNP solution. Characteristic ConA-

b-cyclodextrin aggregation thus occurred, as seen in the trans-

mission electron microscope (TEM) images (Figure 1G) and

dynamic light scattering (DLS) spectrum (Figure S1C). This result

suggests that the pbUCNPs can bind to glycoproteins on

the photoreceptor outer segment. In contrast, the paaUCNPs

without ConA remained monodispersed when b-cyclodextrin

was added (Figures 1H and S1D). After injecting these pbUCNPs

into the mouse sub-retinal spaces (Figures 1F and S1E), we

observed that, through the glyosidic bond, these pbUCNPs

self-anchored and remained tightly bound to the inner and outer

segments of both rods and cones (Figures 1J–1L) forming a layer

of built-in nanoantennae with the characteristic upconversion

spectrum (Figures 1I, left, S1F, and S1G). In contrast, the in-

jected paaUCNPs were loosely bound and easily removed

from the photoreceptors with gentle washing (Figure 1I, right).

We then evaluated the biocompatibility and potential side ef-

fects of the pbUCNPs in vivo. We found that the pbUCNP injec-

tion did not cause a higher rate of adverse reactions compared

with the control PBS injection. All common minor or transient

side effects (e.g., cataracts, corneal opacity) generally associ-

ated with sub-retinal injection (Qi et al., 2015; Zhao et al., 2011)

disappeared completely 2 weeks after the injections (Table

S1). In addition, we evaluated possible retinal degeneration by

counting the number of photoreceptors in the retinal outer nu-

clear layer (ONL), a standard and widely used method in the field

of retinal research, as photoreceptors are sensitive and prone to

degenerate upon stress (Chen et al., 2006; Namekata et al.,

2013; Wang et al., 2013). As a result, we observed that the retinal

layer structure and the number of photoreceptor layers in the

retinal ONL were not changed, even with 50 mg of pbUCNPs in-

jected into each eye, up to 2 months after the injections (Figures

2A and 2B). This result clearly suggested that there was no

obvious retinal degeneration using this standard measure.

Figure 1. Characterzations of pbUCNPs
(A) Transmission electron microscopy (TEM) image of UCNPs (as-synthesized core-shell-structured b-NaYF4:20%Yb, 2%Er@b-NaYF4). Scale bar, 100 nm.

(B) Corresponding size distribution of UCNPs.

(C) Excitation spectrum of UCNPs measured as emission light intensity at 535 nm by 700–1,040 nm excitation.

(D) Emission spectrum of UCNPs upon 980-nm continuous wave (CW) laser irradiation. Inset displays photographs of UCNP solutions with (right) andwithout (left)

980-nm CW laser excitation.

(E) Schematic illustration of surface modification procedures for ConA-functionalized photoreceptor-binding UCNPs (pbUCNPs).

(F) Left: illustration of sub-retinal injection of pbUCNPs in mice. See also Figure S1. Right: illustration of pbUCNPs binding to the outer segments of photore-

ceptors and generation of green light upon near-infrared (NIR) light illumination.

(G) TEM images of pbUCNPs before (top) and after (bottom) addition of 200 nM b-cyclodextrin showing characteristic aggregation of pbUCNPs in the presence of

b-cyclodextrin. See also Figure S1. Scale bar, 2 mm.

(H) TEM images of UCNPswithout ConA-conjugation (paaUCNPs) mixedwith 200 nM b-cyclodextrin, showing no obvious aggregation. See also Figure S1. Scale

bar, 2 mm.

(I) Top: overlays of transmission and luminescence optical images (green: 980-nm excitation/535-nm emission) of retinal slices from pbUCNP-injected, PBS-

injected, and paaUCNP-injected mice. Bottom: emission spectrum recorded from retinal outer segment layers (OS) upon 980-nm light excitation. All retinal slices

werewashedwith PBS during fixation. Only pbUCNPs remained bound to the photoreceptor outer segments. RPE, retinal pigment epithelium; OS, outer segment

of photoreceptors; ONL, outer nuclear layer; OPL, outer plexiform layer. Scale bar, 30 mm.

(J) Schematic illustration of distribution of pbUCNPs (green) in the retina. Rods are labeled with Nrl-GFP in pseudo color violet. Cones are labeled with Opn1LW-

Cre; Ai9-lsl-tdTomato in pseudo color red. OS, outer segment of photoreceptors; IS, inner segment of photoreceptors; OLM, outer limitingmembrane; ONL, outer

nuclear layer.

(K and L) Overlaid green (pbUCNPs)/violet (rods) and green (pbUCNPs)/red (cones) channel fluorescence images of retina from PBS-injected mice (K) and

pbUCNP-injected mice (L). Examples of continuous inner and outer segments of a rod and a cone are shown in dashed contour lines. Scale bars, 10 mm.
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Moreover, we examined potential inflammation in the retinal

through microglia marker Iba1 staining that is a widely used indi-

cator of microglia accumulation (Krady et al., 2005). From this,

we observed negligible retinal inflammation at 3 days or 1, 2, 4,

and 10 weeks after pbUCNP injection (Figures 2C, 2E, and

S2A). We further examined retinal cell apoptosis after injection

via terminal deoxynucleotidyl transferase deoxyuridine triphos-

phate (dUTP) nick-end labeling (TUNEL). We only found sparse

TUNEL signals 3 days after injection in both the PBS and

pbUCNP-injected retinae (Figure 2D), with the TUNEL signals

being undetectable 1, 2, 4, and 10 weeks after pbUCNP injection

(Figures 2E and S2B). These results suggest that the pbUCNP

injection did not cause obvious acute or long-term side effects.

In addition, the excitation and emission spectra of the pbUCNPs

in either fixed or fresh retinae were in good agreement with those

measured from pbUCNP solution, indicating that binding with

the photoreceptors did not change the characteristics of the

pbUCNPs (Figures S2C and S2D).

NIR Light-Mediated Photoreceptor Activation
Based on the biocompatibility noted above, we tested if the pho-

toreceptors could be activated by NIR light with the help

of pbUCNPs. We performed single rod suction pipette record-

ings on acutely dissected retinae from pbUCNP-injected and

Figure 2. Biocompatibility of pbUCNPs

(A) H&E staining of retinal slices from non-injected, PBS-injected, 20 mg/eye and 50 mg/eye pbUCNP-injected mice. OS, outer segment of photoreceptors; ONL,

outer nuclear layer; INL, inner nuclear layer; GCL, ganglion cell layer. Scale bar, 50 mm.

(B) Number of cell layers in outer nuclear layer (ONL) of retinae. Data are mean ± SD (n = 4 retinae).

(C) Microglia marker Iba1 staining of retinal slices 3 days after injection. H2O2-injected mice (positive control) showed strong activation of microglia. Few basal

Iba1 signals were observed in the pbUCNP-injected retina, similar to that observed in PBS-injected retina (indicated by arrow heads). Red, Iba1; green, pbUCNP

emission upon excitation by NIR light; blue, DAPI (40,6-diamidino-2-phenylindole) signal indicating cell nuclei. Scale bar, 50 mm.

(D) Apoptosis detection by TUNEL staining 3 days after injection. Strong TUNEL signals were observed in the H2O2-injected mouse retinae (positive control), but

few were observed in PBS-injected or pbUCNP-injectedmice (indicated by arrow heads). Red, TUNEL staining; green, pbUCNP emission upon excitation by NIR

light; blue, DAPI. Scale bar, 50 mm.

(E) Number of Iba1 and TUNEL stained cells per 0.04 mm2 averaged from four retinae for each condition. See also Figure S2. Data are mean ± SD (n = 4 retinae).

See also Table S1.
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non-injected mice (Figure 3A). The action spectra of rods from

pbUCNP-injected and non-injected mice were identical in the

visible light range, with differences only appearing after

900 nm, where the action spectra of rods from pbUCNP-in-

jected mice matched the excitation spectra of pbUCNPs (Fig-

ure S3A). The rods from pbUCNP-injected mice had normal

visible light (535 nm)-elicited photocurrents compared with

that of non-injected mice (Figures 3B and 3D). The 980-nm light

flash elicited rod photocurrents from pbUCNP-injected mice

(Figure 3E), whereas the rods from non-injected mice exhibited

no responses (Figure 3C). The amplitude and kinetics of the

980-nm light-elicited photocurrents were identical to those

activated by 535-nm visible light (Figures 3F–3H). The similar

time-to-peak values suggest that, compared to the visible

light stimulation, there was no delay in the activation of the

rods by NIR light. Furthermore, the pbUCNPs did not alter

the light adaptation or dark noise characteristics of the rods,

and rods adapted to visible and NIR light in the same manner

following the Weber-Fechner relationship (Baylor et al., 1980;

Morshedian et al., 2018; Fu et al., 2008) (Figure S4). To

determine whether the pbUCNPs can serve as NIR nanosen-

sors in vivo, we recorded the population response of photore-

ceptors activated by light via ERGs (Dalke et al., 2004)

(Figure 3I). Upon 980-nm NIR light illumination to the eye, the

ERG from pbUCNP-injected mice resembled that of visible

light-induced responses, whereas no such signal could be de-

tected from the non-injected control mice. Furthermore, we

performed ERG recordings on pbUCNP-injected rod-function-

less mice (Gnat1�/�) and demonstrated that, through the

pbUCNPs, 980-nm NIR light indeed activated cones in vivo

(Figure S3B).

NIR Light Sensation of pbUCNP-Injected Mice
To reveal whether pbUCNP-injected mice could see NIR light,

we first performed pupillary light reflex (PLR) experiments (Xue

et al., 2011). The pupils of the pbUCNP-injected mice showed

strong constrictions upon 980-nm light illumination, whereas

the non-injected control mice did not exhibit PLR with the

same NIR illumination (Figure 4A). Moreover, we discovered

that the PLR of the pbUCNP-injected mice was two orders of

magnitudemore sensitive to NIR light than that of the non-photo-

receptor-binding paaUCNP-injected mice (Figure 4B). This was

attributed to the proximity between the pbUCNPs and the bound

photoreceptors. Photon upconversion was measured (Fig-

ure S5A) and showed a non-linear light intensity relationship

plotted at the log-log scale (Figure S5B). We fitted the power

relationship between emitted 535-nm light and 980-nm excita-

tion light and determined the power to be 1.6. Interestingly, we

found that this non-linearity was also shown in the NIR light-

induced behavior. The light dose-response curves of the PLR

(normalized pupil area versus light intensity) were fitted to the

Hill function. The NIR light-induced PLR dose-response curve

was steeper than that of visible light, and the Hill coefficients

for the NIR and visible light PLR dose-responses were 1.10

and 0.78, respectively (Figure S5C). To obtain the theoretical

NIR light PLR dose-response curve, the fitted upconversion

function was applied to the visible light PLR dose-response Hill

function. This theoretical NIR light PLR dose-response curve

agreed well with the experimental NIR light PLR response (Fig-

ure S5C). Therefore, the non-linearity shown in the NIR light-

induced behavior was attributed to the non-linearity of the

upconversion process.

In addition to the above sub-conscious light sensation PLR

behavior, we also explored whether pbUCNP-injected mice

could consciously perceive NIR light. In this regard, we

performed light-dark box experiments with visible and NIR

light (Figures 4C and 4D) as well as light-induced fear-condition-

ing experiments (Figures 4E and 4F). In the conventional light-

dark box experiments with visible light, mice instinctively

preferred the dark box to the light box illuminated with visible

light. In our study, we replaced conventionally used visible

light with 980-nm LED light, which delivered 8.1 3 107

photons 3 mm�2 3 s�1 at the center of the light box, equal to

a power density of 1.62 mW/cm2. The pbUCNP-injected mice

exhibited a significant preference for the dark box, whereas

the non-injected control mice could not distinguish between

the NIR light (980 nm)-illuminated and dark boxes (Figure 4D;

Video S1). This suggests that mice with injected nanoantennae

perceived NIR light and exhibited innate light-sensing behavior.

To exclude the possibility of any visible light emission from the

NIR LEDs, the emission spectra of the 980-nm LEDs were

measured and no light emission below 900 nm was detected

(Figures S5D and S5E).

We then tested whether such NIR light perception can serve

as a visual cue for learned behavior. Mice were trained to pair

a 20-s 535-nm light pulse to a 2-s foot shock (Figure 4E) in order

to acquire a conditioned freezing behavior. After acquisition of

such conditioning, mice received either NIR light at 980 nm

or visible light at 535 nm as conditional stimuli (CS) in the test tri-

als. The pbUCNP-injected mice showed significant freezing

behavior in response to both wavelengths, whereas the non-in-

jected control mice exhibited freezing behavior only to visible

light stimuli (Figure 4F; Video S2). These results clearly demon-

strated that mice acquired NIR light sensation and were able to

‘‘see’’ NIR light with our ocular injectable photoreceptor target-

ing nanoantennae.

NIR Light-Activated Imaging Visual Pathway of
pbUCNP-Injected Mice
In addition to the NIR light sensation, we were curious whether

pbUCNP-injected mice had acquired NIR light image visual

ability. In general, visual image perception is associated with

activation of the visual cortex. In order to record visually evoked

potential (VEPs), we placed recording electrodes in six different

locations of the visual cortex (No. 1, 2, 3, and 5 in the monocular

areas and No. 4 and 6 in the binocular areas) during contralateral

eye illumination (Cooke et al., 2015; Smith and Trachtenberg,

2007) (Figure 5A). When the visible 535-nm light pulse was

applied, VEPs were detected at all locations in both the non-in-

jected controls and pbUCNP-injected mice (Figures 5B and

5D). In contrast, under 980-nm NIR light illumination, no VEPs

were observed in the control mice, but were detected from the

binocular visual cortical areas in pbUCNP-injected mice (Figures

5C and 5E). This is topologically consistent with the pbUCNP in-

jection site (temporal side, binocular projection area) in the

retina.
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NIR Light Pattern Vision
We next examined whether mice obtained NIR light pattern

vision. Accordingly, Y-shaped water maze behavioral experi-

ments were conducted to determine whether mice could

discriminate between different light patterns (Prusky et al.,

2000) (Figure 6A). Themicewere trained to find a hidden platform

that was associated with one of two patterns. We designed

five different tasks to examine their NIR pattern vision ability

Figure 3. NIR Light-Mediated Photoreceptor Activation through pbUCNPs

(A) Illustration of rod outer segment suction pipette recordings from freshly isolated retinae. Stimulation light was either 980-nm or 535-nm through the imaging

objective.

(B–E) Photocurrents and intensity-response curves of rods from non-injected mice with 535-nm (B) (n = 5) or 980-nm (C) (n = 6) light stimulations and pbUCNP-

injected mice with 535-nm (D) (n = 5) or 980-nm (E) (n = 6) light stimulations. Tiny colored vertical bars on the x axis indicate time of light flashes. Photocurrent

traces were averaged from 5–7 sweeps. Intensity-response data are mean ± SD.

(F) Saturated photocurrent in (B)–(E).

(G) Time-to-peak, time from light stimulation to peak amplitude of dim light photocurrents in (B)–(E).

(H) Decay time constant of dim light photocurrent in (B)–(E). Data are mean ± SD; n.s., not significant; ***p < 0.001.

(I) Electroretinograms (ERGs) recorded from mice under 535-nm or 980-nm light stimulation. No response was observed in non-injected control mice under

980-nm light stimulation (gray). Light intensities: 535 nm, 8.26 3 103 photons 3 mm�2; 980 nm, 9.83 3 108 photons 3 mm�2.

See also Figures S3 and S4.

Figure 4. NIR Light Sensation of pbUCNP-

Injected Mice

(A) Images showing pupil constriction from non-in-

jected control and pbUCNP-injected mice under

980-nm light stimulation (40 s). Intensity of 980-nm

light: 1.21 3 108 photons 3 mm�2 3 s�1.

(B) Dose-response curves of normalized pupil

constrictionwith 980-nm light stimulation (paaUCNP-

injected mice, n = 4; pbUCNP-injected mice, n = 5;

control mice, n = 4; data are mean ± SD).

(C) Light-darkboxexperiment diagram. Light boxwas

illuminated with an array of LED lights interlaced by

980-nm and 535-nm LEDs. Illumination protocol is

shown at the bottom. Each section contained four

episodes and each episode was 5 min long. The first

5-min episode was adaptation in the light-dark box

with ambient light followed by a 5-min episode in

complete darkness. The 980-nm and 535-nm LEDs

were then lit consecutively for the light box for 5 min

each.

(D) Preference index for dark box under three different

light box conditions (light off, 980 nm, and 535 nm).

Preference index = (time spent in dark box – in

light box) / (time spent in dark box + in light box). In-

tensities of the 980-nm and 535-nm lights at the

center of the box were 8.1 3 107 and 9.1 3 102 pho-

tons 3 mm�2 3 s�1, respectively (Control: n = 5,

pbUCNP-injected: n = 6; data are mean ± SD, two-

sided t test, ***p < 0.001; n.s., not significant).

(E) Fear-conditioning experiment diagram and pro-

tocol. A 535-nm light pulse was paired with a foot-

shock to formconditioning during training. Testswere

then carried out 24 h later with a 980-nm or 535-nm

light pulse alone.

(F) Percentagesof freezing timeduring 20s ‘‘Pre-CS,’’

980-nm, and 535-nm light stimulation (‘‘Pre-CS’’:

before conditional stimulation, a 20-s period of

adaptation right before light stimulation onset). In-

tensities of the 980-nm and 535-nm lights at the

center of the box were 1.07 3 108 and 1.47 3 103

photons 3 mm�2 3 s�1, respectively. Data are

mean ± SD (control: n = 6, pbUCNP-injected: n = 7;

two-sided t test; n.s., not significant; ***p < 0.001).

See also Figure S5 and Videos S1 and S2.
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regarding different pattern stimuli and various background light

conditions. Task 1 used light gratings as pattern stimuli (Figures

6B and S6A). After training with 980-nm light gratings, the

pbUCNP-injected mice were able to discriminate between the

two orientations (vertical or horizontal) of the NIR light gratings,

whereas the non-injected control mice made such choices in a

random manner (Figure 6C; Video S3). In the parallel control

testing, when the mice were trained and tested with visible light

gratings, both the pbUCNP-injected and non-injectedmice were

able to find the associated platform (Figures 6C, S6B, and S6C).

We then measured the spatial resolution of the NIR image

perception. The pbUCNP-injected mice detected the visible light

gratings with amaximum spatial frequency of 0.31 ± 0.04 cycles/

degree, which did not significantly differ from that of the non-in-

jected control mice (0.35 ± 0.02 cycles/degree). This indicates

that the sub-retinal injection of pbUCNPs did not interfere with

visible light vision. With respect to NIR light gratings, the

pbUCNP-injected mice detected a maximum of 0.14 ± 0.06 cy-

cles/degree. This decrease in spatial resolution in NIR light vision

may be due to the isotropic radiation and scattering of the in situ

transduced visible light from the NIR light-excited pbUCNPs

(Figures 6D and S6D).

In addition, to confirm if visible light background interfered

with the NIR light pattern perception, we designed Task 2 using

two LED boards with visible (535 nm) and NIR (980 nm) LED

arrays arranged in a perpendicular manner on each board. These

two boards appeared identical under an ambient visible light

background when all LEDs (visible and NIR) were turned off.

The orientations for the 535-nm and 980-nm LED stripes be-

tween the two boards were 90� rotated respectively (Figure 6E).

Figure 5. NIR Light Activated the Imaging Visual Pathway of pbUCNP-Injected Mice

(A) Diagram of six recording sites for visually evoked potentials (VEPs) in the mouse visual cortex.

(B andC) VEPs of non-injected control (black traces) and pbUCNP-injectedmice (gray traces) under 535-nm (B) and 980-nm (C) light illumination. Intensities of the

535-nm and 980-nm lights were 3.37 3 103 and 7.07 3 108 photons 3 mm�2 3 s�1, respectively. Recording sites 1, 2, 3, and 5 were monocular areas; 4 and 6

were binocular areas. Traces were averaged from six sweeps and presented as mean ± SD (shaded area).

(D and E) Peak VEPs triggered by 535-nm (D) or 980-nm (E) light at each recording site (mean ± SD, n = 4 for both, two-sided t test, **p < 0.01, ***p < 0.001).
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Trainings were carried out under visible room light (196 lux) and

with only the 980-nm LEDs on. In the tests, only pbUCNP-in-

jected mice learnt to locate the platform (Figure 6F), indicating

that NIR light pattern vision persisted in the visible light-illumi-

nated environment. Interestingly, we subsequently tested these

mice with the 535-nm LEDs on and 980-nm LEDs off. Both

pbUCNP-injected and control mice could discriminate the visible

light gratings, again indicating that pbUCNP injection did not

affect normal visible light vision. Additionally, pbUCNP-injected

mice could discriminate the visible light gratings from the begin-

ning of the test, suggesting that pbUCNP-injected mice were

able to implement the rule learnt from the NIR light pattern to

visible light pattern discrimination, indicating that NIR light pat-

terns did not differ perceptually from visible light patterns for

pbUCNP-injected mice (Figure 6F; Video S4).

To test more sophisticated pattern vision, we further prompted

animals to discriminate triangular and circular patterns in Task 3

(Figure 6G). We found that pbUCNP-injected mice were able to

discriminate NIR and visible light patterns in the dark environ-

ment, whereas non-injected control mice could only detect the

visible light pattern (Figures 6H, S6E, and S6F; Video S5), indi-

cating that pbUCNP-injected mice could perceive sophisticated

NIR light patterns. We subsequently speculated whether back-

ground NIR light would interfere with the visible light pattern

vision of pbUCNP-injected mice. Thus, in Task 4, mice were

tested to discriminate between visible light triangles and circles

under a visible or NIR light background (Figure 6G). Same as

control mice, the pbUCNP-injected mice did not behave differ-

ently regarding their ability to discriminate visible light patterns

under dark, visible, or NIR light backgrounds (Figures 6H and

S6F–S6H; Video S5). These results clearly suggest that back-

ground NIR light does not interfere with visible light pattern

perception.

Task 5 was designed to test whether pbUCNP-injected mice

could see NIR and visible light patterns simultaneously. In gen-

eral, saturation by visible light is a common problem for conven-

tionally used tools, such as optoelectronic night vision devices or

IR cameras, as it prevents smooth detection between visible and

NIR light objects. To test if our built-in NIR light vision could over-

come this problem and coexist with visible light vision, we de-

signed the following experiments. Mice were first trained in a

Y-shaped water maze with visible light triangles and circles to

learn that the platform was associated with triangles only. During

the test trials, we presented one visible (535 nm) and one NIR

(980 nm) light in a triangular-circular pattern at the left-right

ends of the water maze, shuffled in a random sequence (Fig-

ure 6I). Only the pbUCNP-injected mice were able to discrimi-

nate between the two patterns with different shapes and

wavelengths (Figures 6J, left, and S6I). To exclude the possibility

that mice simply used either visible or NIR light patterns to guide

decision-making rather than seeing them simultaneously, we

calculated the correct choice rates separately for the visible

and NIR light triangle patterns. In the subset of stimuli where

the triangular patterns was in visible light (Figure 6J, middle),

control mice selected both sides randomly, indicating they did

not simply use the visible triangle to make decisions. When the

circular pattern was in visible light, control mice still picked the

side randomly, indicating that the mice did not use the strategy

of avoiding circles to make decisions (Figure 6J, right). In

contrast, pbUCNP-injected mice made correct choices in both

cases (Video S5), suggesting they used visible and NIR light pat-

terns together to guide behavior. These results clearly indicate

that the built-in nanoantennae enabled mice to see visible and

NIR light patterns simultaneously.

DISCUSSION

In this study, we demonstrated the successful application of

UCNPs as ocular injectable NIR light transducers, which

extendedmammalian vision into the NIR realm. These implanted

nanoantennae were proven to be biocompatible and did not

interfere with normal visible light vision. Importantly, animals

were able to detect NIR and visible light images simultaneously.

Extension of the Visual Spectrum into the NIR Range
Oneway to obtain NIR light vision is to implement newmachinery

for NIR photon transduction, such as the thermal detection of

snakes (Gracheva et al., 2010). However, a more plausible

method to achieve such NIR photon detection is the use of the

endogenous visual system. The method we developed here uti-

lized the very first step of the visual image perception process

through photoreceptor outer-segment binding NIR nanoanten-

nae. The NIR light image was projected to the retina through

the optical part of the eyes, cornea, and lens, after which the

pbUCNPs upconverted NIR light into visible light and then acti-

vated the bound photoreceptors. Subsequently, the retinal

Figure 6. NIR Light Pattern Vision of pbUCNP-Injected Mice

(A) Diagram of Y-shaped water maze for Tasks 1–5.

(B) Stimuli of Task 1. Experiments were under dark background. See also Figure S6.

(C) Correct rates of Task 1 for light grating discrimination (pbUCNP-injected mice: n = 7; non-injected control mice: n = 6).

(D) Visual spatial resolutions of pbUCNP-injected and control mice for 535-nm and 980-nm light gratings.

(E) Diagram of visual stimuli in Task 2. Light grating stimulations were LED arrays with ambient room light as background.

(F) Correct rates of Task 2 with respect to discrimination of 980-nm (days 1–9) and 535-nm (days 15–22) light LED gratings under room light background

(pbUCNP-injected mice: n = 7 and control mice: n = 5).

(G) Visual stimuli of Tasks 3 and 4. Triangular and circular patterns were made of LEDs and presented at the end of the water maze.

(H) Correct rates of Tasks 3 and 4 in discriminating triangular and circular patterns under dark, visible light, or NIR light background (pbUCNP-injected: n = 5 and

control: n = 6).

(I) Diagram of four stimuli in Task 5. Four stimuli were mixed and shuffled randomly in position.

(J) Correct rates of Task 5 in discriminating NIR and visible light shape patterns simultaneously (left), with triangular pattern in visible light (middle) and in NIR light

(right) (pbUCNP-injected: n = 5 and Control: n = 6). All data are mean ± SD (two-sided t test, **p < 0.01, ***p < 0.001; n.s., not significant).

See also Videos S3, S4, and S5.
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circuit and cortical visual system generated perception of the

NIR image. It is important to note that these injected nanoanten-

nae did not interfere with natural visible light vision. The ability to

simultaneously detect visible and NIR light patterns suggests

enhanced mammalian visual performance by extending the

native visual spectrumwithout geneticmodification and avoiding

the need for bulky external devices. This approach offers several

advantages over the currently used optoelectronic devices, such

as no need for any external energy supply, and is compatible

with other human activities.

Improved Efficiency through ConA Modification
of UCNPs
Regarding the practical applications of UCNPs, higher visual

sensitivity and resolution are desirable. We modified the UCNPs

and generated photoreceptor-binding nanoparticles to increase

the proximity between the nanoparticles and photoreceptors.

Thus, sensitivity to NIR light with respect to generating light-

induced behaviors was improved by two orders of magnitude.

Therefore, it is now possible to use biocompatible low-power

NIR LEDs to elicit visual behavior in animals, rather than the

more invasive high-power NIR lasers inevitably used in conven-

tional UCNP biomedical applications (Chen et al., 2018; He et al.,

2015). In the Y-shaped water maze experiment, we estimated

that the 980-nm LED light was transduced to 535-nm light by

the pbUCNPs at 293 photons 3 mm�2 3 s�1 intensity at the

retina. The rod and cone-mediated visual behavior thresholds

of mice are 0.012 and 200 photons3 mm�2 3 s�1 at the cornea,

respectively (Sampath et al., 2005), equal to 0.003 and 50 pho-

tons 3 mm�2 3 s�1 at the retina (Do et al., 2009). Therefore, in

our system, the 293 photons 3 mm�2 3 s�1 at the retina was

adequate to activate both rod and cone photoreceptors, and in

practice, this NIR visual system was able to detect NIR light

that was of several magnitudes lower intensity than currently

applied. Compared to rods, cones encode several orders of

magnitude higher intensity light and are more important for hu-

man high acuity vision. Thus, pbUCNP-bound cones may

mediate high-resolution NIR image pattern vision. Retinae also

possess intrinsic photosensitive retinal ganglion cells (ipRGCs),

whichmediate non-image forming visual functions, such as pho-

toentrainment of the circadian rhythm (Do and Yau, 2010). Under

the intensity used in our behavioral experiment, NIR light did not

activate ipRGCs (Figure S5F), which was likely due to the longer

distance of ipRGCs to pbUCNPs and their low sensitivity (Do

et al., 2009). With respect to NIR image spatial resolution,

pbUCNP-injected mice had good NIR eye sight (0.14 ± 0.06 cy-

cles/degree, half of the visible image resolution), allowing them

to see sophisticated NIR light patterns.

Biocompatible NIR Nanoantennae
Sub-retinal injection in humans is a common practice in ophthal-

mological treatment (Hauswirth et al., 2008; Peng et al., 2017).

The implantation of microscale sub-retinal devices is a potential

method of repairing vision following retinal photoreceptor

degeneration, though current devices can lead to biocompati-

bility issues, such as retinal detachment, fibrosis, and inflamma-

tion (Zrenner, 2013). Yet, this did not occur in our system, as the

intimate contact between the pbUCNPs and photoreceptors did

not cause any separation between the photoreceptors and

retinal pigment epithelium, the latter of which is the supporting

layer for photoreceptors. As a result, neither inflammation nor

apoptosis occurred, which is in line with that of another reported

retinal application of rare earth nanoparticles (Chen et al., 2006).

The stability and compatibility of the pbUCNPs were also

demonstrated by successful detection of NIR light images,

even after 10 weeks without any repeated injections.

Further Development of pbUCNPs
In the present study, we created NIR light vision while over-

coming several key drawbacks that yet exist in currently used

man-made systems. It may also be possible to design NIR color

vision through multicolor NIR light-sensitive UCNPs that have

multiple NIR light absorption peak wavelengths and correspond-

ing multicolor visible light emissions. Further applications using

our strategy for visual repair and enhancement could also be

achieved by similar nanoparticles with tailored light absorptions.

In addition, combined with a drug delivery system, these photo-

receptor-binding nanoparticles could be modified to release

small molecules locally upon light stimulation.

In summary, these nanoparticles not only provide the potential

for close integration within the human body to extend the visual

spectrum, but also open new opportunities to explore a wide

variety of animal vision-related behaviors. Furthermore, they

exhibit considerable potential with respect to the development

of bio-integrated nanodevices in civilian encryption, security,

military operations, and human-machine interfaces, which

require NIR light image detection that goes beyond the normal

functions of mammals, including human beings. Moreover, in

addition to visual ability enhancement, this nanodevice can serve

as an integrated and light-controlled system in medicine, which

could be useful in the repair of visual function as well as in drug

delivery for ocular diseases.
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SUMMARY

Gene expression is controlled by transcription fac-
tors (TFs) that consist of DNA-binding domains
(DBDs) and activation domains (ADs). The DBDs
have been well characterized, but little is known
about the mechanisms by which ADs effect gene
activation. Here, we report that diverse ADs form
phase-separated condensates with the Mediator
coactivator. For the OCT4 and GCN4 TFs, we show
that the ability to form phase-separated droplets
with Mediator in vitro and the ability to activate
genes in vivo are dependent on the same amino
acid residues. For the estrogen receptor (ER), a
ligand-dependent activator, we show that estrogen
enhances phase separation with Mediator, again
linking phase separation with gene activation. These
results suggest that diverse TFs can interact with
Mediator through the phase-separating capacity of
their ADs and that formation of condensates with
Mediator is involved in gene activation.

INTRODUCTION

Regulation of gene expression requires that the transcription

apparatus be efficiently assembled at specific genomic sites.

DNA-binding transcription factors (TFs) ensure this specificity

by occupying specific DNA sequences at enhancers and pro-

moter-proximal elements. TFs typically consist of one or more

DNA-binding domains (DBDs) and one or more separate activa-

tion domains (ADs) (Brent and Ptashne, 1985; Keegan et al.,

1986). While the structure and function of TF DBDs are well

documented, comparatively little is understood about the struc-

ture of ADs and how these interact with coactivators to drive

gene expression.

The structure of TF DBDs and their interaction with cognate

DNA sequences has been described at atomic resolution for

many TFs, and TFs are generally classified according to the

structural features of their DBDs (Fulton et al., 2009; Vaquerizas

et al., 2009). For example, DBDs can be composed of zinc-

coordinating, basic helix-loop-helix, basic-leucine zipper, or

helix-turn-helix DNA-binding structures. These DBDs selec-

tively bind specific DNA sequences that range from 4 to

12 bp, and the DNA binding sequences favored by hundreds

of TFs have been described (Hume et al., 2015; Jolma et al.,

2013; Khan et al., 2018). Multiple TF molecules typically bind

together at any one enhancer or promoter-proximal element.

For example, at least eight different TF molecules bind a

50-bp core component of the interferon (IFN)-b enhancer

(Panne et al., 2007).

Anchored in place by the DBD, the AD interacts with coactiva-

tors, which integrate signals from multiple TFs to regulate tran-

scriptional output (Allen and Taatjes, 2015; Juven-Gershon and

Kadonaga, 2010; Malik and Roeder, 2010; Plaschka et al.,

2016; Reiter et al., 2017; Soutourina, 2018; Taatjes, 2010). In

contrast to the structured DBD, the ADs of most TFs are low-

complexity amino acid sequences not amenable to crystallog-

raphy. These intrinsically disordered regions (IDRs) have there-

fore been classified by their amino acid profile as acidic, proline,

serine/threonine, or glutamine rich or by their hypothetical shape

as acid blobs, negative noodles, or peptide lassos (Mitchell

and Tjian, 1989; Roberts, 2000; Sigler, 1988; Staby et al.,

2017; Triezenberg, 1995). Remarkably, hundreds of TFs are

thought to interact with the same small set of coactivator com-

plexes, which include Mediator and p300 (Allen and Taatjes,

2015; Avantaggiati et al., 1996; Dai and Markham, 2001; Eckner

et al., 1996; Green, 2005; Merika et al., 1998; Oliner et al., 1996;

Yin and Wang, 2014; Yuan et al., 1996). ADs that share little
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sequence homology are functionally interchangeable among

TFs (Godowski et al., 1988; Hope and Struhl, 1986; Jin et al.,

2016; Lech et al., 1988; Ransone et al., 1990; Sadowski et al.,

1988; Struhl, 1988; Tora et al., 1989); this interchangeability is

not readily explained by traditional lock-and-key models of pro-

tein-protein interaction. Thus, how the diverse ADs of hundreds

of different TFs interact with a similar small set of coactivators

remains a conundrum.

Recent studies have shown that the AD of the yeast TF GCN4

binds to theMediator subunitMED15 atmultiple sites and inmul-

tiple orientations and conformations (Brzovic et al., 2011; Jedidi

et al., 2010; Tuttle et al., 2018; Warfield et al., 2014). The prod-

ucts of this type of protein-protein interaction, where the interac-

tion interface cannot be described by a single conformation,

have been termed ‘‘fuzzy complexes’’ (Tompa and Fuxreiter,

2008). These dynamic interactions are also typical of the IDR-

IDR interactions that facilitate formation of phase-separated

biomolecular condensates (Alberti, 2017; Banani et al., 2017;

Hyman et al., 2014; Shin and Brangwynne, 2017; Wheeler and

Hyman, 2018).

We recently proposed that transcriptional control may be

driven by the formation of phase-separated condensates (Hnisz

et al., 2017) and demonstrated that the coactivator proteins

MED1 and BRD4 form phase-separated condensates at su-

per-enhancers (SEs) (Sabari et al., 2018). Here, we report that

diverse TF ADs phase separate with the Mediator coactivator.

We show that the embryonic stem cell (ESC) pluripotency TF

OCT4, the estrogen receptor (ER), and the yeast TF GCN4

form phase-separated condensates with Mediator and require

the same amino acids or ligands for both activation and

phase separation. We propose that IDR-mediated phase sepa-

ration with coactivators is a mechanism by which TF ADs acti-

vate genes.

RESULTS

Mediator Condensates at ESC SEs Depend on OCT4
OCT4 is a master TF essential for the pluripotent state of ESCs

and is a defining TF at ESC SEs (Whyte et al., 2013). The Medi-

ator coactivator, which forms condensates at ESC SEs (Sabari

et al., 2018), is thought to interact with OCT4 via the MED1 sub-

unit (Table S1) (Apostolou et al., 2013). If OCT4 contributes to the

formation of Mediator condensates, then OCT4 puncta should

be present at the SEs where MED1 puncta have been observed.

Indeed, immunofluorescence (IF) microscopy with concurrent

nascent RNA fluorescence in situ hybridization (FISH) revealed

discrete OCT4 puncta at the SEs of the key pluripotency genes

Esrrb, Nanog, Trim28, and Mir290 (Figure 1). Average image

analysis confirmed that OCT4 IF was enriched at center of

RNA FISH foci. This enrichment was not seen using a randomly

selected nuclear position (Figure S1). These results confirm that

OCT4 occurs in puncta at the same SEs where Mediator forms

condensates (Sabari et al., 2018) and where chromatin immuno-

precipitation sequencing (ChIP-seq) shows co-occupancy of

OCT4 and MED1 (Figure 1).

We investigated whether the Mediator condensates present

at SEs are dependent on OCT4 using a degradation strategy

(Nabet et al., 2018). Degradation of OCT4 in an ESC line bearing

endogenous knockin of DNA encoding the FKBP protein fused

to OCT4 was induced by addition of dTag for 24 hr (Weintraub

et al., 2017) (Figures 2A and S2A). Induction of OCT4 degrada-

tion reduced OCT4 protein levels but did not affect MED1 levels

(Figure S2B). ChIP-seq analysis showed a reduction of OCT4

and MED1 occupancy at enhancers, with the most profound

effects occurring at SEs, as compared to typical enhancers

(TEs) (Figure 2B). RNA sequencing (RNA-seq) revealed that

expression of SE-driven genes was concomitantly decreased

(Figure 2B). For example, OCT4 and MED1 occupancy was

reduced by approximately 90% at the Nanog SE (Figure 2C),

associated with a 60% reduction in Nanog mRNA levels

(Figure 2D). IF microscopy with concurrent DNA FISH showed

that OCT4 degradation caused a reduction in MED1 conden-

sates at Nanog (Figures 2E and S2C). These results indicate

that the presence of Mediator condensates at an ESC SE is

dependent on OCT4.

ESC differentiation causes a loss of OCT4 binding at certain

ESC SEs, which leads to a loss of these OCT4-dependent SEs,

and thus should cause a loss of Mediator condensates at these

sites. To test this idea, we differentiated ESCs by leukemia inhib-

itory factor (LIF) withdrawal. In the differentiated cell population,

we observed reducedOCT4 andMED1 occupancy at theMir290

SE (Figures 2F, 2G, and S2D) and reduced levels of Mir290

miRNA (Figure 2H), despite continued expression of MED1 pro-

tein (Figure S2E). Correspondingly, MED1 condensates were

reduced at Mir290 (Figures 2I and S2F) in the differentiated cell

population. These results are consistent with those obtained

with the OCT4 degron experiment and support the idea that

Mediator condensates at these ESC SEs are dependent on oc-

cupancy of the enhancer elements by OCT4.

OCT4 Is Incorporated into MED1 Liquid Droplets
OCT4 has two intrinsically disordered ADs responsible for gene

activation, which flank a structured DBD (Figure 3A) (Brehm

et al., 1997). Since IDRs are capable of forming dynamic net-

works of weak interactions, and the purified IDRs of proteins

involved in condensate formation can form phase-separated

droplets (Burke et al., 2015; Lin et al., 2015; Nott et al., 2015),

we next investigated whether OCT4 is capable of forming

droplets in vitro, with and without the IDR of the MED1 subunit

of Mediator.

Recombinant OCT4-GFP fusion protein was purified and

added to droplet formation buffers containing a crowding agent

(10% PEG-8000) to simulate the densely crowded environment

of the nucleus. Fluorescent microscopy of the droplet mixture

revealed that OCT4 alone did not form droplets throughout the

range of concentrations tested (Figure 3B). In contrast, purified

recombinant MED1-IDR-GFP fusion protein exhibited concen-

tration-dependent liquid-liquid phase separation (Figure 3B), as

described previously (Sabari et al., 2018).

We then mixed the two proteins and found that droplets of

MED1-IDR incorporate and concentrate purified OCT4-GFP

to form heterotypic droplets (Figure 3C). In contrast, purified

GFP was not concentrated into MED1-IDR droplets (Figures

3C and S3A). OCT4-MED1-IDR droplets were near micrometer

sized (Figure S3B), exhibited fast recovery after photobleaching

(Figure 3D), had a spherical shape (Figure S3C), and were salt
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sensitive (Figures 3E and S3D). Thus, they exhibited characteris-

tics associated with phase-separated liquid condensates (Ba-

nani et al., 2017; Shin and Brangwynne, 2017). Furthermore,

we found that OCT4-MED1-IDR droplets could form in the

absence of any crowding agent (Figures S3E and S3F).

Residues Required for OCT4-MED1-IDR Droplet
Formation and Gene Activation
We next investigated whether specific OCT4 amino acid resi-

dues are required for the formation of OCT4-MED1-IDR phase-

separated droplets, as multiple categories of amino acid interac-

tion have been implicated in forming condensates. For example,

serine residues are required for MED1 phase separation (Sabari

et al., 2018). We asked whether amino acid enrichments in the

OCT4 ADs might point to a mechanism for interaction. An anal-

ysis of amino acid frequency and charge bias showed that the

OCT4 IDRs are enriched in proline and glycine and have an over-

all acidic charge (Figure 4A). ADs are known to be enriched in

acidic amino acids and proline and have historically been classi-

fied on this basis (Frietze and Farnham, 2011), but the mecha-

nism by which these enrichments might cause gene activation

is not known.We hypothesized that proline or acidic amino acids

in the ADs might facilitate interaction with the phase-separated

MED1-IDR droplet. To test this, we designed fluorescently

labeled proline and glutamic acid decapeptides and investigated

whether these peptides can be concentrated in MED1-IDR

droplets. When added to droplet formation buffer alone, these

peptides remained in solution (Figure S4A). When mixed with

MED1-IDR-GFP, however, proline peptides were not incorpo-

rated into MED1-IDR droplets, while the glutamic acid peptides

were concentrated within (Figures 4B and S4B). These results

show that peptides with acidic residues are amenable to incor-

poration within MED1 phase-separated droplets.

Based on these results, we deduced that an OCT4 protein

lacking acidic amino acids in its ADs might be defective in its

ability to phase separate with MED1-IDR. Such a dependence

on acidic residues would be consistent with our observation

that OCT4-MED1-IDR droplets are highly salt sensitive. To test

this idea, we generated a mutant OCT4 in which all acidic resi-

dues in the ADs were replaced with alanine (thus changing 17

AAs in the N-terminal AD and 6 in the C-terminal AD) (Figure 4C).

When this GFP-fused OCT4 mutant was mixed with purified

Figure 1. OCT4 and Mediator Occupy SEs In Vivo

ChIP-seq tracks of OCT4 and MED1 in ESCs at SEs (left column) and OCT4 IF with concurrent RNA-FISH demonstrating occupancy of OCT4 at Esrrb, Nanog,

Trim28, andMir290. Hoechst staining was used to determine the nuclear periphery, highlighted with a blue line. The two rightmost columns show average RNA

FISH signal and averageOCT4 IF signal centered on the RNA-FISH focus from at least 11 images. Average OCT4 IF signal at a randomly selected nuclear position

is displayed in Figure S1.

See also Figure S1 and Tables S1, S2, and S4.
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MED1-IDR, entry into droplets was highly attenuated (Figures 4C

and S4C). To test whether this effect was specific for acidic res-

idues, we generated a mutant of OCT4 in which all the aromatic

amino acids within the ADs were changed to alanine. We found

that this mutant was still incorporated into MED1-IDR droplets

(Figures S4C and S4D). These results indicate that the ability of

OCT4 to phase separate with MED1-IDR is dependent on acidic

residues in the OCT4 IDRs.

To ensure that these results were not specific to the MED1-

IDR, we explored whether purified Mediator complexes would

form droplets in vitro and incorporate OCT4. The human Medi-

ator complex was purified as previously described (Meyer

et al., 2008) and then concentrated for use in the droplet forma-

tion assay (Figure S4E). Because purified endogenous Mediator

does not contain a fluorescent tag, we monitored droplet forma-

tion by differential interference contrast (DIC) microscopy and

found it to form droplets alone at �200–400 nM (Figure 4D).

Consistent with the results for MED1-IDR droplets, OCT4 was

incorporated within human Mediator complex droplets, but

incorporation of the OCT4 acidic mutant was attenuated. These

results indicate that the MED1-IDR and the complete Mediator

complex each exhibit phase-separating behaviors and suggest

that they both incorporate OCT4 in a manner that is dependent

on electrostatic interactions provided by acidic amino acids.

To test whether the OCT4 AD acidic mutations affect the abil-

ity of the factor to activate transcription in vivo, we utilized a

GAL4 transactivation assay (Figure 4E). In this system, ADs or

their mutant counterparts are fused to the GAL4 DBD and ex-

pressed in cells carrying a luciferase reporter plasmid. We

found that the wild-type OCT4-AD fused to the GAL4-DBD

was able to activate transcription, while the acidic mutant lost

this function (Figure 4E). These results indicate that the acidic

residues of the OCT4 ADs are necessary for both incorporation

into MED1 phase-separated droplets in vitro and for gene acti-

vation in vivo.

Multiple TFs Phase Separate with Mediator Subunit
Droplets
TFs with diverse types of ADs have been shown to interact with

Mediator subunits, and MED1 is among the subunits that is

most targeted by TFs (Table S1). An analysis of mammalian

TFs confirmed that TFs and their putative ADs are enriched in

IDRs, as previous analyses have shown (Liu et al., 2006; Staby

et al., 2017) (Figure 5A). We reasoned that many different TFs

might interact with the MED1-IDR to generate liquid droplets

and therefore be incorporated into MED1 condensates. To

assess whether diverse MED1-interacting TFs can phase sepa-

rate with MED1, we prepared purified recombinant, mEGFP-

tagged, full-length MYC, p53, NANOG, SOX2, RARa, GATA2,

and ER (Table S3). When added to droplet formation buffers,

most TFs formed droplets alone (Figure 5B). When added to

droplet formation buffers with MED1-IDR, all 7 of these TFs

concentrated into MED1-IDR droplets (Figures 5C and S5A).

We selected p53 droplets for fluorescence recovery after

photobleaching (FRAP) analysis; they exhibited rapid and dy-

namic internal reorganization (Figure S5B), supporting the

notion that they are liquid condensates. These results indicate

that TFs previously shown to interact with the MED1 subunit of

Mediator can do so by forming phase-separated condensates

with MED1.

Estrogen Stimulates Phase Separation of ER with MED1
ER is a well-studied example of a ligand-dependent TF. ER con-

sists of an N-terminal ligand-independent AD, a central DBD,

and a C-terminal ligand-dependent AD (also called the ligand

binding domain [LBD]) (Figure 6A). Estrogen facilitates the inter-

action of ER with MED1 by binding the LBD of ER, which ex-

poses a binding pocket for LXXLL motifs within the MED1-IDR

(Figures 6A and 6B) (Manavathi et al., 2014). We noted that ER

can form heterotypic droplets with the MED1-IDR recombinant

protein used thus far in these studies (Figure 5C), which lacks

the LXXLL motifs. This led us to investigate whether ER-MED1

droplet formation is responsive to estrogen and whether this

involves the MED1 LXXLL motifs.

We performed droplet formation assays using a MED1-IDR

recombinant protein containing LXXLL motifs (MED1-IDRXL-

mCherry) and found that, similar to MED1-IDR and complete

Mediator, it had the ability to form droplets alone (Figure 6C).

We then tested the ability of ER to phase separate with

MED1-IDRXL-mCherry and MED1-IDR-mCherry droplets.

Figure 2. MED1 Condensates Are Dependent on OCT4 Binding In Vivo
(A) Schematic of OCT4 degradation. The C terminus of OCT4 is endogenously biallelically tagged with the FKBP protein; when exposed to the small molecule

dTag, OCT4 is ubiquitylated and rapidly degraded.

(B) Boxplot representation of log2 fold change in OCT4 and MED1 ChIP-seq reads and RNA-seq reads of super-enhancer (SE)- or typical enhancer (TE)-driven

genes, in ESCs carrying theOCT4 FKBP tag, treatedwith DMSO, or dTAG for 24 hr. The box represents the interquartile; whiskers are 1.53 the interquartile range.

(C) Genome browser view of OCT4 (green) and MED1 (yellow) ChIP-seq data at theNanog locus. TheNanog SE (red) shows a 90% reduction of OCT4 andMED1

binding after OCT4 degradation.

(D) Normalized RNA-seq read counts of Nanog mRNA shows a 60% reduction upon OCT4 degradation. Error bars represent SEM.

(E) Confocal microscopy images OCT4 and MED1 IF with DNA FISH to the Nanog locus in ESCs carrying the OCT4 FKBP tag, treated with DMSO or dTAG. Inset

represents a zoomed in view of the yellow box. The merge view displays all three channels (OCT4 IF, MED1 IF, and Nanog DNA FISH) together.

(F) OCT4 ChIP-qPCR to theMir290 SE in ESCs and differentiated cells (Diff) presented as enrichment over control, relative to signal in ESCs. Error bars represent

the SEM from two biological replicates.

(G) MED1 ChIP-qPCR to theMir290 SE in ESCs and differentiated cells (Diff) presented as enrichment over control, relative to signal in ESCs. Error bars represent

the SEM from two biological replicates.

(H) Normalized RNA-seq read counts of Mir290 miRNA in ESCs or differentiated cells (Diff). Error bars represents the SEM from two biological replicates.

(I) Confocal microscopy images of MED1 IF and DNA FISH to theMir290 genomic locus in ESCs and differentiated cells. Merge (zoom) represents a zoomed-in

view of the yellow box in the merged channel.

See also Figure S2 and Tables S2 and S4.
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Some recombinant ER was incorporated and concentrated into

MED1-IDRXL-mCherry droplets, but the addition of estrogen

considerably enhanced heterotypic droplet formation (Figures

6D and 6E). In contrast, the addition of estrogen had little effect

on droplet formation when the experiment was conducted with

MED1-IDR-mCherry, which lacks the LXXLL motifs (Figure S6).

These results show that estrogen, which stimulates ER-medi-

ated transcription in vivo, also stimulates incorporation of ER

intoMED1-IDR droplets in vitro. Thus, OCT4 and ER both require

the same amino acids/ligands for both phase separation and

activation. Furthermore, since the LBD is a structured domain

that undergoes a conformation shift upon estrogen binding to

interact with MED1, it appears that structured interactions may

contribute to transcriptional condensate formation.

GCN4 and MED15 Phase Separation Is Dependent on
Residues Required for Activation
Among the best-studied TF-coactivator systems is the yeast TF

GCN4 and its interaction with the MED15 subunit of Mediator

(Brzovic et al., 2011; Herbig et al., 2010; Jedidi et al., 2010).

The GCN4 AD has been dissected genetically, the amino acids

that contribute to activation have been identified (Drysdale

et al., 1995; Staller et al., 2018), and recent studies have shown

that the GCN4 AD interacts with MED15 in multiple orientations

and conformations to form a ‘‘fuzzy complex’’ (Tuttle et al.,

2018). Weak interactions that form fuzzy complexes have fea-

tures of the IDR-IDR interactions that are thought to produce

phase-separated condensates.

To test whether GCN4 and MED15 can form phase-separated

droplets, we purified recombinant yeast GCN4-GFP and the

N-terminal portion of yeast MED15-mCherry containing residues

6–651 (hereafter called MED15), which are responsible for the

interaction with GCN4.When added separately to droplet forma-

tion buffer, GCN4 formed micrometer-sized droplets only at

quite high concentrations (40 mM), andMED15 formed only small

droplets at this high concentration (Figure 7A). When mixed

together, however, the GCN4 and MED15 recombinant proteins

formed double-positive, micrometer-sized, spherical droplets at

lower concentrations (Figures 7B and S7A). These GCN4-

MED15 droplets exhibited rapid FRAP kinetics (Figure S7B),

consistent with liquid-like behavior. We generated a phase dia-

gram of these two proteins and found that they formed droplets

together at low concentration (Figures S7C and S7D). This

suggests that interaction between the two is required for phase

separation at low concentration.

The ability of GCN4 to interact with MED15 and activate gene

expression has been attributed to specific hydrophobic patches

Figure 3. OCT4 Forms Liquid Droplets with MED1 In Vitro

(A) Graph of intrinsic disorder of OCT4 as calculated by the VSL2 algorithm

(http://www.pondr.com/). The DNA binding domain (DBD) and activation do-

mains (ADs) are indicated above the disorder score graph (Brehm et al., 1997).

(B) Representative images of droplet formation of OCT4-GFP (top row) and

MED1-IDR-GFP (bottom row) at the indicated concentration in droplet for-

mation buffer with 125 mM NaCl and 10% PEG-8000.

(C) Representative images of droplet formation of MED1-IDR-mCherry mixed

with GFP or OCT4-GFP at 10 mMeach in droplet formation buffer with 125 mM

NaCl and 10% PEG-8000.

(D) FRAP of heterotypic droplets of OCT4-GFP and MED1-IDR-mCherry.

Confocal images were taken at indicated time points relative to photo-

bleaching (0).

(E) Representative images of droplet formation of 10 mM MED1-IDR-mCherry

and OCT4-GFP in droplet formation buffer with varying concentrations of salt

and 10% PEG-8000.

See also Figure S3 and Table S3.
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Figure 4. OCT4 Phase Separation with MED1 Is Dependent on Specific Interactions

(A) Amino acid enrichment analysis ordered by frequency of amino acid in the ADs (top). Net charge per amino acid residue analysis of OCT4 (bottom).

(B) Representative images of droplet formation showing that Poly-E peptides are incorporated into MED1-IDR droplets. MED1-GFP and a tetramethylrhodamine

(TMR)-labeled proline or glutamic acid decapeptide (Poly-P and Poly-E, respectively) were added to droplet formation buffers at 10 mM each with 125 mM NaCl

and 10% PEG-8000.

(C) Top: schematic of OCT4 protein, horizontal lines in the AD mark acidic D residues (blue) and acidic E residues (red). All 17 acidic residues in the N-AD and 6

acidic residues in the C-AD were mutated to alanine to generate an OCT4-acidic mutant. Bottom: representative confocal images of droplet formation showing

that the OCT4 acidic mutant has an attenuated ability to concentrate into MED1-IDR droplets. 10 mM MED1-IDR-mCherry and OCT4-GFP or OCT4-acidic

mutant-GFP was added to droplet formation buffers with 125 mM NaCl and 10% PEG-8000.

(D) Top: representative images of droplet formation showing that OCT4 but not the OCT4 acidic mutant is incorporated into Mediator complex droplets. Purified

Mediator complex was mixed with 10 mM GFP, OCT4-GFP, or OCT4-acidic mutant-GFP in droplet formation buffers with 140 mM NaCl and 10% PEG-8000.

(legend continued on next page)
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and aromatic residues in the GCN4 AD (Drysdale et al., 1995;

Staller et al., 2018; Tuttle et al., 2018). We created a mutant of

GCN4 in which the 11 aromatic residues contained in these hy-

drophobic patches were changed to alanine (Figure 7C). When

added to droplet formation buffers, the ability of the mutant pro-

tein to form droplets alone was attenuated (Figure S7E). Next, we

tested whether droplet formation with MED15 was affected;

indeed, the mutated protein has a compromised ability to form

droplets with MED15 (Figures 7C and S7F). Similar results

were obtained when GCN4 and the aromatic mutant of GCN4

was added to droplet formation buffers with the complete

Mediator complex; while GCN4 was incorporated into Mediator

droplets, the incorporation of the GCN4 mutant into Mediator

droplets was attenuated (Figures 7D and S7G). These results

demonstrate that multivalent, weak interactions between the

AD of GCN4 and MED15 promote phase separation into liquid-

like droplets.

The ADs of yeast TFs can function in mammalian cells and can

do so by interacting with human Mediator (Oliviero et al., 1992).

To investigate whether the aromatic mutant of GCN4 AD is

impaired in its ability to recruit Mediator in vivo, the GCN4 AD

and the GCN4 mutant AD were tethered to a Lac array in

U2OS cells (Figure 7E) (Janicki et al., 2004). While the tethered

GCN4 AD caused robust Mediator recruitment, the GCN4 aro-

matic mutant did not (Figure 7E). We used the GAL4 transactiva-

tion assay described previously to confirm that the GCN4 AD

was capable of transcriptional activation in vivo, whereas the

GCN4 aromatic mutant had lost that property (Figure 7F). These

results provide further support for the idea that TF AD amino

acids that are essential for phase separation with Mediator are

required for gene activation.

DISCUSSION

The results described here support a model whereby TFs

interact with Mediator and activate genes by the capacity of their

ADs to form phase-separated condensates with this coactivator.

For both the mammalian ESC pluripotency TF OCT4 and the

yeast TF GCN4, we found that the AD amino acids required for

phase separation with Mediator condensates were also required

for gene activation in vivo. For ER, we found that estrogen stim-

ulates the formation of phase-separated ER-MED1 droplets.

ADs and coactivators generally consist of low-complexity amino

acid sequences that have been classified as IDRs, and IDR-IDR

interactions have been implicated in facilitating the formation of

phase-separated condensates. We propose that IDR-mediated

phase separation with Mediator is a general mechanism by

which TF ADs effect gene expression and provide evidence

that this occurs in vivo at SEs. We suggest that the ability to

phase separate with Mediator, which would employ the features

of high valency and low-affinity characteristic of liquid-liquid

phase-separated condensates, operates alongside an ability

of some TFs to form high-affinity interactions with Mediator (Fig-

ure 7G) (Taatjes, 2017).

The model that TF ADs function by forming phase-separated

condensates with coactivators explains several observations

that are difficult to reconcile with classical lock-and-key models

of protein-protein interaction. The mammalian genome en-

codes many hundreds of TFs with diverse ADs that must

interact with a small number of coactivators (Allen and Taatjes,

2015; Arany et al., 1995; Avantaggiati et al., 1996; Dai and

Markham, 2001; Eckner et al., 1996; Gelman et al., 1999;

Green, 2005; Liu et al., 2009; Merika et al., 1998; Oliner et al.,

1996; Yin and Wang, 2014; Yuan et al., 1996), and ADs

that share little sequence homology are functionally inter-

changeable among TFs (Godowski et al., 1988; Hope and

Struhl, 1986; Jin et al., 2016; Lech et al., 1988; Ransone

et al., 1990; Sadowski et al., 1988; Struhl, 1988; Tora et al.,

1989). The common feature of ADs—the possession of low-

complexity IDRs—is also a feature that is pronounced in

coactivators. The model of coactivator interaction and gene

activation by phase-separated condensate formation thus

more readily explains how many hundreds of mammalian TFs

interact with these coactivators.

Previous studies have provided important insights that promp-

ted us to investigate the possibility that TF ADs function by form-

ing phase-separated condensates. TF ADs have been classified

by their amino acid profile as acidic, proline rich, serine/threonine

rich, glutamine rich, or by their hypothetical shape as acid blobs,

negative noodles, or peptide lassos (Sigler, 1988). Many of these

features have been described for IDRs that are capable of form-

ing phase-separated condensates (Babu, 2016; Darling et al.,

2018; Das et al., 2015; Dunker et al., 2015; Habchi et al., 2014;

van der Lee et al., 2014; Oldfield and Dunker, 2014; Uversky,

2017; Wright and Dyson, 2015). Evidence that the GCN4 AD in-

teracts withMED15 inmultiple orientations and conformations to

form a ‘‘fuzzy complex’’ (Tuttle et al., 2018) is consistent with the

notion of dynamic low-affinity interactions characteristic of

phase-separated condensates. Likewise, the low complexity

domains of the FET (FUS/EWS/TAF15) RNA-binding proteins

(Andersson et al., 2008) can form phase-separated hydrogels

and interact with the RNA polymerase II C-terminal domain

(CTD) in a CTD phosphorylation-dependent manner (Kwon

et al., 2013); this may explain the mechanism by which RNA po-

lymerase II is recruited to active genes in its unphosphorylated

state and released for elongation following phosphorylation of

the CTD.

The model we describe here for TF AD function may explain

the function of a class of heretofore poorly understood fusion

oncoproteins. Many malignancies bear fusion-protein translo-

cations involving portions of TFs (Bradner et al., 2017; Kim

et al., 2017; Latysheva et al., 2016). These abnormal gene

Bottom: enrichment ratio of GFP, OCT4-GFP, or OCT4-acidic mutant-GFP inMediator complex droplets. n > 20; error bars represent the distribution between the

10th and 90th percentiles.

(E) Top: GAL4 activation assay schematic. The GAL4 luciferase reporter plasmid was transfected into mouse ESCs with an expression vector for the GAL4-DBD

fusion protein. Bottom: the AD activity wasmeasured by luciferase activity of mouse ESCs transfected with GAL4-DBD, GAL4-OCT4-CAD, or GAL4-OCT4-CAD-

acidic mutant. Error bars represent SEM.

See also Figure S4 and Table S3.
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products often fuse a DNA- or chromatin-binding domain to a

wide array of partners, many of which are IDRs. For example,

MLL may be fused to 80 different partner genes in AML (Win-

ters and Bernt, 2017), the EWS-FLI rearrangement in Ewing’s

sarcoma causes malignant transformation by recruitment of a

disordered domain to oncogenes (Boulay et al., 2017; Chong

et al., 2017), and the disordered phase-separating protein

FUS is found fused to a DBD in certain sarcomas (Crozat

et al., 1993; Patel et al., 2015). Phase separation provides a

mechanism by which such gene products result in aberrant

Figure 5. Multiple TFs Phase Separate with Mediator Droplets

(A) Left: percentage of disorder of various protein classes (x axis) plotted against the cumulative fraction of disordered proteins of that class (y axis). Right:

disorder content of transcription factor (TF) DNA-binding domains (DBD) and putative activation domains (ADs).

(B) Representative images of droplet formation assaying homotypic droplet formation of indicated TFs. Recombinant MYC-GFP (12 mM), p53-GFP (40 mM),

NANOG-GFP (10 mM), SOX2-GFP (40 mM), RARa-GFP (40 mM), GATA-2-GFP (40 mM), and ER-GFP (40 mM) was added to droplet formation buffers with 125 mM

NaCl and 10% PEG-8000.

(C) Representative images of droplet formation showing that all tested TFs were incorporated intoMED1-IDR droplets. 10 mMofMED1-IDRmCherry and 10 mMof

MYC-GFP, p53-GFP, NANOG-GFP, SOX2-GFP, RARa-GFP, GATA-2-GFP, or ER-GFP were added to droplet formation buffers with 125 mM NaCl and 10%

PEG-8000.

See also Figure S5 and Table S3.
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gene expression programs; by recruiting a disordered protein

to the chromatin, diverse coactivators may form phase-sepa-

rated condensates to drive oncogene expression. Understand-

ing the interactions that compose these aberrant transcriptional

condensates, their structures, and behaviors may open new

therapeutic avenues.
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See also Figure S6 and Table S3.
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Figure 7. TF-Coactivator Phase Separation Is Dependent on Residues Required for Transactivation

(A) Representative confocal images of droplet formation of GCN4-GFP or MED15-mCherry were added to droplet formation buffers with 125 mM NaCl and 10%

PEG-8000.

(B) Representative images of droplet formation showing that GCN4 forms droplets with MED15. GCN4-GFP and mCherry or GCN4-GFP and MED15-mCherry

were added to droplet formation buffers at 10 mM with 125 mM NaCl and 10% PEG-8000 and imaged on a fluorescent microscope with the indicated filters.

(legend continued on next page)
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SUMMARY

The body-wide human microbiome plays a role in
health, but its full diversity remains uncharacterized,
particularly outside of the gut and in international
populations. We leveraged 9,428 metagenomes to
reconstruct 154,723 microbial genomes (45% of
high quality) spanning body sites, ages, countries,
and lifestyles. We recapitulated 4,930 species-level
genome bins (SGBs), 77%without genomes in public
repositories (unknown SGBs [uSGBs]). uSGBs are
prevalent (in 93% of well-assembled samples),
expand underrepresented phyla, and are enriched
in non-Westernized populations (40% of the total
SGBs). We annotated 2.85 M genes in SGBs, many
associated with conditions including infant develop-
ment (94,000) or Westernization (106,000). SGBs and
uSGBs permit deeper microbiome analyses and in-
crease the average mappability of metagenomic
reads from 67.76% to 87.51% in the gut (median
94.26%) and 65.14% to 82.34% in the mouth. We
thus identify thousands of microbial genomes from
yet-to-be-named species, expand the pangenomes
of human-associated microbes, and allow better
exploitation of metagenomic technologies.

INTRODUCTION

Despite extensive recent studies of the humanmicrobiome using

a variety of culture-independent molecular technologies (Human

Microbiome Project Consortium, 2012; Qin et al., 2010; Quince

et al., 2017a; Rinke et al., 2013), most characterization of these

ecosystems is still focused onmicrobes that are easily cultivable,

particularly when those with sequenced isolate genomes are

considered. Since physiological characterization of diverse,

uncharacterized human-associated microbes by cultivation

can be difficult in high throughput (Browne et al., 2016), addi-

tional approaches are needed that scale with the extent of

populations that can now be surveyed using metagenomic

sequencing. Culture-independent genomic approaches that

are scalable to large cohorts (Human Microbiome Project Con-

sortium, 2012; Qin et al., 2010; Quince et al., 2017a) have

facilitated access to an expanded set of isolation-recalcitrant

members of the microbiome, but they also suggested the pres-

ence of a large fraction of still unexplored diversity (Nielsen et al.,

2014; Rinke et al., 2013).

Here, we present a set of 154,723 microbial genomes that are

often prevalent, population specific, and/or geographically spe-

cificthatwereconstructedviasingle-sampleassemblyfromatotal

of9,428global,body-widemetagenomes.Otherstudieshavealso

succeededinreconstructingmicrobialgenomesbymetagenomic

assembly on single human cohorts (Bäckhed et al., 2015; Brooks

et al., 2017; Ferretti et al., 2018; HumanMicrobiomeProject Con-

sortium, 2012; Raveh-Sadka et al., 2015; Sharon et al., 2013), but

systematic cross-study cataloging of metagenomically assem-

bledgenomesfocusedsofaronnon-humanenvironments(Oyama

et al., 2017; Parks et al., 2017). Complementary techniques, such

asco-abundanceofgenegroups(Nielsenetal.,2014),can identify

genomic bins without reference, but these techniques do not

account for sample-specific strains and strain-level differences

in the sequence reconstruction and thus require downstreamsin-

gle-nucleotide variation analysis on specific genomic regions to

uncoverstrainvariability (Quinceetal.,2017b;Truongetal.,2017).

Using large-scale single-sample metagenomic assembly sup-

ported by strict quality control (including filtering based on nucle-

otide polymorphisms), we identified 3,796 species-level clades

(comprising 34,205 genomes) without previous whole-genome
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information. This identified several taxa prevalent but previously

unobserved even in well-profiled populations (e.g., a genus-level

Ruminococcaceae clade phylogenetically close to Faecalibacte-

rium), extensive taxonomically uncharacterized species associ-

ated with non-Western populations, and the presence of several

taxa from undersampled phyla (e.g., Saccharibacteria and Elusi-

microbia) in oral and gut microbiomes. The resulting genome set

can thus serve as the basis for future strain-specific comparative

genomics to associate variants in the human microbiome with

environmental exposures and health outcomes across the globe.

RESULTS

Recovering Over 150,000 Microbial Genomes from
~10,000 Human Metagenomes
We employed a very large-scale metagenomic assembly

approach to reconstruct bacterial and archaeal genomes popu-

lating the human microbiome (see STAR Methods). From a total

of 9,316 metagenomes spanning 46 datasets frommultiple pop-

ulations, body sites, and host ages (Table S1), and an additional

cohort from Madagascar (Golden et al., 2017) (STAR Methods;

Table S1), we reconstructed a total of 154,723 genomes (each

made up of a group of clustered contigs; see STARMethods) us-

ing a single-sample assembly strategy tailored at maximizing the

quality rather than the quantity of genomes reconstructed from

each sample. The resulting catalog greatly expands the set of

�150,000 microbial genomes publicly available (see STAR

Methods). All assembled genomes passed strict quality control

includingestimationof completeness, contamination, andamea-

sure of strain heterogeneity (see STAR Methods), and they

exceed the thresholds to be defined medium quality (MQ)

according to recent guidelines (Bowers et al., 2017) (complete-

ness >50%, contamination <5%). The quality of these genomes

was comparable with that of isolate sequencing (STARMethods;

Table S2) and in line also with the quality achievable by manually

curated metagenomic approaches (Table S2) and time-series or

cross-sectional metagenomic co-binning (see STAR Methods;

Table S2). Genomes may include contigs from plasmids (see

STAR Methods), and stricter quality control reduced the set of

near-complete, high-quality (HQ) genomes to 70,178 with

completeness higher than 90% and reduced probability of

intra-sample strain heterogeneity (<0.5%polymorphic positions,

seeSTARMethods). ThemaincharacteristicsofHQgenomesare

in line and in some cases better than those from the compendium

of reference genomes available in public repositories, although

MQ genomes also had similar quality scores compared to HQ

genomes (modulo completeness; STAR Methods). The set of

genomes we reconstructed (Table S3; Data and Software Avail-

ability) and the associated 2.85million (M) total functional annota-

tions (STAR Methods; Figure S1) are thus appropriate as a basis

for more in-depth microbial community analyses.

Human Microbiome Genomes Belong to ~5,000
Functionally Annotated SGBs
To organize the 154,723 genomes into species-level genome

bins (SGBs), we employed an all-versus-all genetic distance

quantification followed by clustering and identification of

genome bins spanning a 5% genetic diversity, which is consis-

tent with the definition of known species (see STAR Methods)

and with other reports (Jain et al., 2018). We obtained 4,930

SGBs from 22 known phyla (Figure 1A; Table S4). This is likely

an underestimate of the total phylum-level diversity, because

some SGBs are very divergent from all previously available refer-

ence genomes and cannot be confidently assigned to a taxo-

nomic family (Table S4): 345 SGBs (58% of which with HQ or

multiple reconstructed genomes) display more than 30%

Mash-estimated genetic distance (Ondov et al., 2016) from the

closest isolate with a phylum assignment (Figure S2A). The

SGB genomic catalog spans on average 3.0%, SD 1.8% intra-

SGB nucleotide genetic variability, and each SGB contains up

to 3,457 genomes from different individuals (average 31.4, SD

147.6; Figures 1C and S2B).

Functional annotation of all the reconstructed genomes as-

signed a UniRef90 (The UniProt Consortium, 2017) label to

230 M genes and a UniRef50 to 268 M genes (72.7% and

84.8% of the total of 316 M genes, respectively). Additional

EggNOG (Huerta-Cepas et al., 2017) labels were assigned to

80.8% of the 4,930 SGBs’ genome representatives. The func-

tional potential profiles of the genomes had, as expected, clear

phylogenetic differentiation (FigureS1), and the rateof annotation

varied greatly in SGBs (e.g., >90% genes annotated for well-

studies species such as Escherichia coli or Bacteroides fragilis

versus 22% for ID 15286, which is the largest SGB without refer-

ence genomes). Each of the body sites considered had a clear

distinctive set of annotations with the adult fecal microbiome

enriched for 101,056 gene families (Table S5, Bonferroni-cor-

rectedFisher’s test p<0.01), representative of anaerobe-specific

functions such as formate oxidation and methanogenesis and a

strong representation of biofilm formation functions in the oral

cavity and on the skin. Genomes from the stool microbiome of

newborns had 94,562 enriched gene families (Table S5, Bonfer-

roni-corrected Fisher’s test p < 0.01) comprising a variety of func-

tions such as folate biosynthesis and lactose, oligosaccharides,

andmucin degradation that are typical of the niche andnutritional

regime of unweaned infants (Asnicar et al., 2017; Marcobal et al.,

2011; Yatsunenko et al., 2012). Age-specific functions (Table S5)

are characterized by the later host developmental stages of chil-

dren (17,121 specific functions) and school-age individuals (349

specific functions). TheWesternization process has also a strong

influence on the functions encoded in the stool microbiome, with

a total of 106,872 differential families (Table S5, Bonferroni-

corrected Fisher’s test p < 0.01) spanning enzymes involved in

the metabolism of complex carbohydrates, such as xylose and

cellulose, and in specific cobalamin biosynthesis pathways;

these are likely reflecting dietary habits, among other environ-

mental differences. The organization of the reconstructed ge-

nomes in SGBs and their functional profiling will be the basis for

comprehensive future metagenomic characterizations.

The Reconstructed Genomes and SGBs Increase the
Diversity and Mappability of the Human Microbiome
We identified 3,796 SGBs (i.e., 77.0% of the total) covering unex-

plored microbial diversity as they represent species without any

publicly available genomes from isolate sequencing or previous

metagenomic assemblies (Figures 1B and S3A). These SGBs,

that we named unknown SGBs (uSGBs), include on average
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9.0, SD 45.4 reconstructed genomes, and 1,693 of them (45%)

had at least one HQ genome. Recursive clustering of SGBs’ rep-

resentatives at genus- and family-level genetic divergence (see

STAR Methods) provided taxonomic context for 75.2% of the

uSGBs with 1,472 assignments to genera and 1,383 more to

families (Table S4). The 941 uSGBs that were left unplaced at

family level remained unassigned for limitations of whole-

genome similarity estimates, but we report the similarity and tax-

onomy of the closest matching strain (Table S4).

Only 1,134 of the 4,930 SGBs represent at least partially

known SGBs (kSGBs) that include one or more genomes in pub-

lic databases. This number of kSGBs is consistent with the 1,266

species we found at least once in the same set of metagenomes

(Pasolli et al., 2017) at >0.01% abundance using reference-

based taxonomic profiling (Truong et al., 2015). Most uSGBs

represent instead relatively rare human-associated microbes

(46.7% of uSGBs comprise one reconstructed genome only,

Table S4, and 46.1% genomes in uSGBs are at <0.5% relative

abundance, STAR Methods and Table S4), but some uSGBs

are highly prevalent, with 10 uSGBs in the set of the 100 SGBs

with the largest number of reconstructed genomes (Figures

1C, 1D, and S2B) and 368 genomes in uSGBs accounting

for >10% of reads. Because many uSGBs are associated with

specific sample types (e.g., oral cavity or non-Westernized sam-

ples, Figure 1E), the actual number of possibly redundant ge-

nomes they contain is likely underestimated for those sample
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Figure 1. 4,930 SGBs Assembled from 9,428 Meta-analyzed Body-wide Metagenomes

(A) A human-associated microbial phylogeny of representative genomes from each species-level genome bin (SGB). Figure S3A reports the same phylogeny but

including isolate genomes not found in the human-associated metagenomes.

(B) Overlap of SGBs containing both existing microbial genomes (including other metagenomic assemblies) and genomes reconstructed here (kSGBs), SGBs

with only genomes reconstructed here and without existing isolate or metagenomically assembled genomes (uSGBs), and SGBs with only existing genomes and

no genomes from our metagenomic assembly of human microbiomes (non-human SGBs).

(C) Many SGBs contain no genomes from sequenced isolates or publicly available metagenomic assemblies (uSGBs). Only SGBs containing >10 genomes

are shown.

(D) Fraction of uSGBs and kSGBs as a function of the size of the SGBs (i.e., number of genomes in the SGB).

(E) Distribution of the fraction of uSGBs in each sample by age category, body site, and lifestyle.

(F) Distribution of the fraction of uSGBs in each study.
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types with comparably fewer metagenomes available. Func-

tional annotation of uSGB genomes assigned a UniRef90 cluster

to only 31.9% of the genes, while the annotation rate increased

to 81.0% for kSGB genomes.

The expanded human microbiome diversity induced by the

uSGBs (200% increase in the reconstructed phylogenetic

branch length, 50% considering only uSGBs with >10 genomes,

Figure 1A) can be crucial as a genomic reference in the charac-

terization (‘‘mappability’’) of the sequence information in a meta-

genome. Genomes in uSGBs are indeed responsible for a

substantial decrease of the metagenomic reads that do not

match any microbial reference (Figures 2A and S4). This is due

both to uSGBs representing target microbes without assigned

species (16.76% average increase using only representative

genomes of uSGBs, Figure 2A) and to the expansion of pange-

nomes of kSGBs and uSGBs (27.84% increase when consid-

ering all genomes instead of only SGB representatives). On

average, the read mappability for stool samples reached

87.51% (29.14% increase, Figure 2A) and 82.34% in the oral

cavity (26.40% increase, Figure 2A). Some outlier samples

decreased the averages as the median final mappabilities were

higher, reaching 94.26% for the stool microbiome and 90.13%

for the oral microbiome in Westernized populations. The mapp-

ability of the skin microbiome was also increased (15.17% in-

crease) but reached a lower overall value (57.07%) because

fewer skin samples were available and non-bacterial organisms

such as the molluscum contagiosum virus (Oh et al., 2014) and

fungi from the Malassezia genus (Tett et al., 2017) also populate

the skin. Mappability in the vaginal microbiomes was instead

already high (82.77%) due to a reduced panel of known species

dominating the large majority of these communities, but the set

of 4,930 reconstructed SGBs still increased the mappability by
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Figure 2. The Expanded Genome Set Substantially Increases the Mappability of Human Metagenomes

(A) We mapped the subsampled original 9,428 metagenomes and 389 additional samples not considered for building the SGBs against the 154,723

reconstructed genomes and 80,990 previously available genomes. Raw-readmappability increased significantly (Mann-Whitney U test, p < 1e�50), e.g., from an

average of 67.76% to 87.51% in the gut. Representative genomes refer to the highest-quality genomes selected from the 4,930 human SGBs and the 11,402

non-human SGBs. Extended statistics are in Figure S4.

(B) Metagenomic read mappability increases more in non-Westernized than Westernized gut microbiomes (Welch’s t test, p < 1e�50), both when considering

samples used for SGBs’ reconstruction (26.50% average increase in 7,059 Westernized samples versus 96.56% in 454 non-Westernized samples) and when

considering 264 additional samples not used for SGBs’ reconstruction (25.16% versus 117.40% average increase, respectively).

(C) The gut microbiomes fromMadagascar we sequenced here showed several highly abundant uSGBs and a large set of SGBs reconstructed in only subsets of

the samples. Many kSGBs in this dataset do not contain isolate genomes but only previous metagenomic assemblies. The 25 most abundant SGBs are reported

and ordered according to their average relative abundance.

(D) Multidimensional scaling on datasets using the Bray-Curtis distance on per-dataset SGB prevalences highlights distinct microbial communities between

Westernized and non-Westernized populations within and between body sites and age categories.
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3.42%. The mappability increase is dramatic for the gut micro-

biomes of non-Westernized populations that are very poorly rep-

resented by available reference genomes (42.33% mappability)

and can now reach a mappability of 83.20%, which is compara-

ble with that of Westernized populations (Figure 2B). These

substantial gains in read mappability when using our genome

catalog are achieved also for stool and oral samples not used

to construct the resource (STAR Methods; Figures 2A and 2B),

confirming its relevance as reference for future studies.

SGBs without publicly available genomes (uSGBs) represent

34,205 reconstructed genomes (Figure 1B), belonging to meta-

genomes in different body sites, ages, and general lifestyles

(Figures 1E and 1F). Microbiomes with lower diversity, such as

those from infants or the female urogenital tract, carried a gener-

ally lower fraction of uSGBs. Populations with non-Westernized

lifestyles—including the Madagascar cohort we sequenced

(Figures 2C and 2D)—conversely yielded a fraction of genomes

in uSGBs nearly double that of Western-style populations

(average 40% and 21%, respectively, p < 1e�50, Figure 1E).

Most of the abundant kSGBs in the Madagascar cohort do not

include isolate genomes but only sequences from previous

metagenomic assemblies (Figure 2C), and these uSGBs and

poorly characterized kSGBs are contributing to the clear distinc-

tion of the gut microbiome with respect to general lifestyles (Fig-

ure 2D). The higher rate of uSGB recovery in non-Westernized

populations is likely the consequence of comparatively fewer

studies profiling these populations and their more diverse gut

microbiomes.

The Diversity of Human-Associated Archaea and
Bacterial Phyla Is Expanded by uSGBs
Many clades, including some phyla, were greatly expanded by

reconstructed genomes belonging to species that do not have

deposited genome sequences or taxonomic labels (uSGBs).

For example, the candidate phylum Saccharibacteria (previously

named TM7) contains members of the oral microbiome that are

particularly difficult to cultivate (He et al., 2015; Solden et al.,

2016). For this clade, we reconstructed 387 genomes from 108

SGBs (Figure 1A), some representing members observed only

using 16S rRNA gene sequencing (Brinig et al., 2003; Segata

et al., 2012a). An isolate reference genome was only available

for a single SGB within this clade (ID 19849); the other 16 refer-

ence genomes for this phylum were undetected in oral cavity

metagenomes (Figure S3B). The 107 Saccharibacteria uSGBs

thus suggest a substantially undersampled diversity of human-

associated members of this phylum. Its importance is also

confirmed by the occurrence of at least one genome from these

108 SGBs in 33% of oral cavity samples, where they can reach

average abundances above 3% (Table S4) and maximum abun-

dances exceeding 10%.

We further recovered 675 genomes of Archaea (526 from 6

kSGBs and 149 from 13 uSGBs, Figure 1A) and reconstructed

its phylogeny (Figure S3C). More than half of these genomes

(n = 487) belonged to the Methanobrevibacter smithii kSGB (ID

714), which was present at relatively low abundance (average

1.06%, SD 1.26%). A related but diverged SGB including 94

genomes was identified (ID 713, 5.6% nucleotide divergence

from the M. smithii isolate genome) at comparable abundance

(average 0.92%, SD 2.02%), but it notably accounted for up

to 20% of all reads in some gut samples. Among uSGBs, we

also reconstructed genomes assigned to Thermoplasmatales

(ID 376, 378, 380, 381), Candidatus Methanomethylophilus (ID

372, 382, 384), Methanomassiliicoccus (ID 362, 364), and Meth-

anosphaera (ID 697), all very distant from their nearest reference

genomes (average 22.4%, SD 4.0% nucleotide distance). This

expanded human-associated archaeal diversity suggests the

presence of several as-yet-uncharacterized archaea of poten-

tially unique functional relevance in this ecosystem.

Several Prevalent Uncharacterized Intestinal
Clostridiales Clades Occur Phylogenetically between
Ruminococcus and Faecalibacterium
Some of the uSGBswith the largest number of reconstructed ge-

nomes are also highly abundant in the gut microbiome, with

1,153 uSGBs totaling >13,000 genomes each present in the

sample where it has been reconstructed at an average abun-

dance >1% (and 172 uSGBs at >5% average abundance).

Among them, uSGB ID 15286, that we named ‘‘Candidatus

Cibiobacter qucibialis’’, is the most prevalent uSGB, comprising

1,813 reconstructed genomes. This species is phylogenetically

placed between Faecalibacterium and Ruminococcus (Figures

3A and S5A), key members of the gut microbiome that are typi-

cally present at comparably lower abundances (1.84% Faecali-

bacterium kSGB and 1.29% Ruminococcus kSBG in contrast

to 2.47% Ca. Cibiobacter qucibialis). Six other prevalent (1,563

total genomes) and abundant (1.14% average abundance)

SGBs occurred monophyletically in the same subtree between

faecalibacteria and ruminococci (Figure 3A). Only one of these

seven total SGBs contains an isolate genome, which is the

recently sequenced Gemmiger formicilis genome (Gossling

and Moore, 1975) included in kSGB ID 15300 (1,212 genomes,

Figures 3A and 3B). A genome from the Subdoligranulum varia-

bile species, itself not found in any of the study’s assemblies,

was the only other reference phylogenetically close to this clade,

explaining the previous identification of an unknown Subdoli-

granulum (‘‘Subdoligranulum unclassified’’) as the most preva-

lent single taxon in reference-based profiles of the gut micro-

biome (Pasolli et al., 2017). This prevalent 7-SGBs clade

comprising 3,370 reconstructed genomes that can be very

abundant (>5% relative abundance in >200 samples) is thus an

important but so far neglected genus-level lineage in the human

microbiome.

In an estimated maximum-likelihood whole-genome phylog-

eny of the 1,813 genomes belonging to Ca. Cibiobacter qucibia-

lis (Figure 3C), genomes of non-Westernized populations were

placed together in a monophyletic subtree (Figure 3C). This sub-

tree included 26 strains from the Madagascar microbiomes we

sequenced in this work, in addition to strains from three other

populations with traditional lifestyles but differing geographic

locations (Figure 3D). Although the non-Westernized subtree

includes few genomes (2% of the total), this is a consequence

of limited sampling from these population types because the

prevalence of this SGB in Westernized populations is compara-

ble (23% against 15% in non-Westernized populations). No clear

internal clustering was evident for Westernized samples (Fig-

ure 3C), except for a large set of 222 samples retrieved from
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Figure 3. Several Prevalent Intestinal uSGBs Are Found within the Clostridiales Order Related to Ruminococcus and Faecalibacterium
(A) All SGBs in the assembled phylogeny (Figure 1A) placed between reference genomes for Ruminococcus and Faecalibacterium species that are reported as

collapsed trees. A maximum of 25 HQ genomes from each SGB are displayed, and SGBs with <3 genomes are left black.

(B) The monophyletic clade with the six uSGBs and the kSGB containing Gemmiger formicilis represent clearly divergent species with inter-species genetic

distance typical of genus-level divergence (average 16.6%, SD 3.1% nucleotide distance).

(C) A whole-genome phylogeny for the 1,806 genomes in Ca. Cibiobacter qucibialis (STAR Methods). Some subtrees associate with geography and non-

Westernized populations, while others seems to be geography- and lifestyle-independent (see text).

(D) Multidimensional scaling of genetic distances among genomes of Ca. Cibiobacter qucibialis highlights the divergence of strains carried by non-Westernized

populations, with Chinese populations subclustering within the large cluster of Westernized populations.

(E) Madagascar-associated strains of Ca. Cibiobacter qucibialis (uSGB 15286) uniquely possess the trp operon for tryptophan metabolism (Table S7). Other

functional clusters in Westernized strains from geographically heterogeneous populations include vitamin B12 and fatty acid biosynthesis and galactose

metabolism. The KEGG functions present in >80% or in <20% of the samples were discarded except for significant associations with lifestyle.
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the seven Chinese cohorts that are monophyletically placed in

the same subtree despite widely different pre-sequencing proto-

cols (Table S6) and resemble non-Westernized genomes (Fig-

ures 3C and 3D). This suggests a complex process of gut micro-

bial ecological establishment in which both host lifestyle and

biogeography play roles with comparable effect sizes.

Functional potential profiling of SGBs can suggest metabolic

features that distinguish each clade, and for Ca. Cibiobacter

qucibialis, we found functional modules specific to only some

of the constituent strains (Figure 3E; Table S7). These include

the pathway for the biosynthesis of vitamin B12 from precor-

rin-2, lacking in some Westernized strains that instead use other

pathways for vitamin B12 production, as well as gene clusters

devoted to fatty acid biosynthesis and galactose metabolism

(Figure 3E). A strong lifestyle-associated difference character-

ized the non-Westernized strains in Ca. Cibiobacter qucibialis

(uSGB 15286), as they were the only strains in this SGB with

the whole set of genes in the trp operon for tryptophan meta-

bolism. The Trp biosynthetic pathway can be organized as

whole-pathway operon or as dispersed genes in different bac-

terial species (Merino et al., 2008), as a result of organismal

divergence, adjustment to environmental availability of key mol-

ecules, and lateral gene transfer events (Xie et al., 2003). We

speculate that the presence of the whole operon in the non-

Westernized strains may be indicative of divergent evolution

in the Westernized strains of Ca. Cibiobacter qucibialis, poten-

tially as a consequence of a loss-of-operon event.

Sample-Specific Strain Recovery Greatly Enlarges the
Pangenomes of Key Intestinal Microbes
Bacteroides are among the most studied intestinal species

(Marcobal et al., 2011) and are core in European and American

populations (Human Microbiome Project Consortium, 2012;

Nielsen et al., 2014), but our analysis still recovered unsampled

intra-species diversity. Among the ten largest SGBs, the number

of available isolate genomes ranges from 1 (Bacteroides plebe-

ius) to 100 (Bacteroides fragilis), whereas we added from 317

to 2,983 individual representatives (Figure 4A). These expanded

genome sets provide much larger collections of distinct genes

that can be present in strains of each species, i.e., pangenomes,

which spanned �30,000 to >70,000 genes per Bacteroides

species, capturing a substantially wider functional potential

Figure 4. The Metagenomically Reconstructed Genomes Greatly Expand the Genetic and Functional Diversity of the Ten Bacteroides

Species Most Prevalent in the Human Gut

(A) Additional Bacteroides genomes we assembled from metagenomes increase the size of the ten most prevalent Bacteroides kSGBs from 4 to >500 times.

(B) The expanded Bacteroides kSGBs account for much larger pangenomes that capture a greater functional potential.

(C) Ordinations on intra-SGB genetic distances (fractions of nucleotide mutations in the core genome) highlight the genetic structure of Bacteroides species and

that reference genomes were available only for a reduced subset of subspecies structures (additional ordinations are in Figure S6A).
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compared to isolate genomes (Figure 4B). The number of ge-

nomes in a species bin did not correlate well with the size

of the associated pangenome (Pearson correlation 0.48, p =

0.16), indicating that pangenome recovery is not simply a func-

tion of the amount of associated sequence. NoBacteroides pan-

genomes approached saturation even given the amount of

sequence included in this study (average of 276, SD 93 addi-

tional pan-genes when moving from the 99th percentile to the

whole set of reconstructed genomes), suggesting that even for

common, well-studied organisms, a surprising amount of intra-

species genomic diversity (and associated biochemical function)

remains to be captured.

Most of the Bacteroides SGBs contained distinct subspecies

clusters, and many of these subspecies include only genomes

we reconstructed in this work (Figures 4C and S6A). Some of

the most abundant Bacteroides species (including B. stercoris

andB. plebeius) were only partially captured by isolate genomes,

and the additional reconstructed genomes accounted for an

average of 95.8%, SD 5.0% total branch length in the ten

core-genome phylogenies. Considering that genetic sub-speci-

ation is highly correlated with functional diversification (correla-

tions > 0.8, p < 1e�50, Figure S6B), the reconstructed genomes

thus uncover not only genetic diversity but also relevant func-

tional diversity included in otherwise inaccessible Bacteroides

subspecies.

Some uSGBs and Subspecies Are Strongly Associated
with Non-Westernized Populations
To further assess the specificity of the unexplored uSGBs

among global populations, we profiled the gut microbiomes

of two rural communities with non-Western lifestyles from

northeastern Madagascar (STAR Methods). The SGB profiles

of the Madagascar population were profoundly different from

that of Western-style populations (Figures 2C and 2D), with

49 of the 941 large (>10 genomes) SGBs highly enriched in

this east-African population and 8 SGBs uniformly absent

(20 total depleted SGBs, Fisher’s test Bonferroni-corrected

p < 0.05, Figure 5A, Table S6). An SGB that contains a previ-

ously co-assembled Succinatimonas sp. but no isolate ge-

nomes was the strongest association with the Madagascar

population (Fisher’s Bonferroni-corrected p = 8.2e�99), as

well as with non-Westernized populations generally (p =

4.3e�244), across which it was successfully assembled in

55.9% of the samples (4.55% average and 56% maximum rela-

tive abundance) compared to only 1.6% in Westernized sam-

ples (3.34% average and 20.13% maximum relative abun-

dance). The type strain of this genus (Succinatimonas hippei)

was isolated from the gut of a healthy Japanese individual in

2010 (Morotomi et al., 2010) and is phylogenetically similar to

isolates from poultry. The ability to degrade D-xylose is charac-

teristic of the clade, a plant-sugar whose metabolism was pre-

viously reported as enriched in rural microbiomes (De Filippo

et al., 2010). The phylogenetic structure of Succinatimonas

SGB 3677 also suggests further specialization to specific

host lifestyles at the subspecies level, with 99 of the 117 ge-

nomes from Westernized populations tightly clustering together

and well separated from all 246 genomes from the five non-

Westernized populations (Figures 5C and S5B). This SGB in

the Succinatimonas genus shows a geographically consistent

pattern of lifestyle association, resulting in dramatically different

prevalences across the globe (p = 4.3e�244) as well as intra-

species geographically specific genetic diversification.

The non-Westernized gut microbiome is overall enriched for

uSGBs rather than kSGBs (Figures 5A and 5B), which was

consistent despite the different protocols used in the considered

studies (Table S6). These include several uSGBs in the Firmi-

cutes and Actinobacteria phyla but also in less typically

human-associated phyla such as the Elusimicrobia phylum.

Two Elusimicrobia uSGBswere associated with theMadagascar

(ID 19692 and ID 19694, Fisher’s test p = 4.64e�11 and

9.76e�05, respectively) and non-Westernized gut microbiome

(ID 19694, p = 1.52e�53) but showed 22% nucleotide diver-

gence from the closest isolate genome (Figures 5D and S5A).

22 isolate genomes are available for this phylum, but they were

typically recovered from termites and other insects (Herlemann

et al., 2007) and were even more genetically distant from those

we identified in humans (>30% nucleotide distance). While these

divergent Elusimicrobia uSGBs populate the non-Westernized

gut microbiome with some frequency (15.4% prevalence,

0.73% average relative abundance, Figure 5D), they are rarely

found in Westernized individuals (0.31% prevalence).

Bacteroides uniformiswas the strongest Westernized-lifestyle-

associated bacterium (Figure 5B; Table S6), and 13 other Bacter-

oides species with a combined total of 10,992 genomes also

showed the same trend (2.66% versus 0.86% prevalence and

5.77% Westernized versus 1.69% non-Westernized average

abundance). With the exception of four unnamed low-prevalence

BacteroidesSGBs (434genomes in total), no species of this clade

was significantly enriched in non-Westernized populations;

instead, these were highly enriched in Prevotella species (12

kSGBs against no significant Prevotella kSGB in Westernized

populations), as expected (De Filippo et al., 2010; Obregon-Tito

et al., 2015).Several otherknownand relativelywell-characterized

species (including Alistipes putredinis, Parabacteroides distaso-

nis, and Akkermansia muciniphila) were significantly associated

with Westernized populations, in total accounting for >23 times

more kSGBs than uSGBs. Conversely, among SGBs enriched

in non-Westernized populations, uSGBs greatly outnumbered

kSGBs (144versus63,Fisher’s testp=1.0e�23). This furthercon-

firms that populationswithnon-urbanizedand traditional lifestyles

have a more uncharacterized gut microbiome that is made more

accessible to future characterization by these results.

Microbiome differentiation between lifestyles was also re-

flected at the functional level (Figure 5E; Tables S5 and S6).

Sulfur energy metabolism (ko00920), vitamin B12 salvage

(ko00860), and the sodium-ion-specific ATP synthase operon

ntp (ko00190) were among the KEGG functional modules signif-

icantly enriched in Westernized microbiomes (Figure 5E). Other

functions were present in both lifestyles but encoded by different

enzymes andpathways. For example, both groups’microbiomes

encoded extensive antibiotic biosynthesis genes (Figure 5E), but

while Westernized-enriched SGBs encoded the pathway for

penicillin and cephalosporin biosynthesis (ko00311), non-West-

ernized-enriched SGBs more often carried genes for macrolide

biosynthesis (ko00523). Similarly, genes for tryptophan meta-

bolism were differently present in the two groups, with parts of
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the samepathway (ko00400) differentially present inWesternized

and non-Westernized communities (Figure 5E). UniRef50 anno-

tations of all genomes highlighted many additional differences

(82,563 with Bonferroni-corrected p < 0.01, Table S5), spanning

also fimbrial functions and degradation of complex pectins en-

riched in the non-Westernized microbiomes. These associations

of microbial functional potential with population capture a wide

range of potential diet, metabolic, genetic, and exposure differ-

ences (De Filippo et al., 2010; Yatsunenko et al., 2012) and sug-

gest that there are multiple ways in which the gut microbiome

adapts to the diversity of human hosts.

DISCUSSION

This work expands the collection of microbial genomes associ-

ated with the human microbiome by more than doubling the

Figure 5. SGBs and Single Reconstructed Genomes Associated with Westernized and Non-Westernized Lifestyles

(A) 49 total large (>10 genomes) SGBs were significantly enriched (Fisher’s test) in the set of 112 Madagascar gut metagenomes sequenced for this study, and

20 were significantly depleted (Fisher’s test) relative to Western gut microbiomes (complete results in Table S6). Most Madagascar-enriched SGBs are uSGBs or

contain only isolate sequences that were themselves assembled from other metagenomes in other studies.

(B) 232 total SGBs were differentially present with respect to the total set of non-Westernized populations, again with the 40 most significant—excluding those

already reported in (A)—shown here (Fisher’s test, complete results in Table S6).

(C) The intra-SGB genetic structure of Succinatimonas spp., the bacterium most associated with non-Westernized lifestyles (multidimensional scaling [MDS] on

percentage nucleotide distances between genomes). The few genomes assembled fromWesternized countries are tightly clustering together, while strains from

non-Westernized populations are distinct and not well represented by the only available co-assembled (but not cultivated) strain.

(D) MDS of the two uSGBs (ID 19692 and ID 19694) enriched in the Madagascar cohort and available isolate genomes for the containing Elusimicrobia phylum

(phylogeny in Figure S5A). The metagenomically assembled genomes in Elusimicrobia SGBs greatly diverge from the non-human-associated isolate genomes in

the phylum.

(E) Significant differences in functional potential between the 25 SGBs most strongly associated with Westernized and non-Westernized populations. We report

the differential KEGG pathways (Fisher’s test Bonferroni-corrected p < 0.05, full list in Table S6) whose components are found in the set of representative

genomes for the 50 species (only three genomes per SGB).
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current collections with over 150,000 newly reconstructed

genomes, in the process recovering hidden functional and

phylogenetic diversity associated with global populations

(particularly those that are undersampled from non-Western

lifestyles and non-gut areas, Figure 1E). More than 94% of

metagenomic reads can now be mapped to the expanded

genome catalog for half of the gut microbiomes, enabling a

much more comprehensive profiling of these communities.

The metagenomic-assembly strategies employed here (Li

et al., 2015; Nurk et al., 2017) represent a scalable methodol-

ogy for very large-scale integration of metagenomes (Figure 6)

that we extensively validated (STAR Methods; Figures 7 and

S7) and could be fruitfully applied to additional or non-hu-

man-associated metagenomes. The methods are also compat-

ible with emerging technologies such as synthetic (Kuleshov

et al., 2016) or single-molecule (Brown et al., 2017) long-read

sequencing, which will further add to the diversity of microbial

genomes. Finally, the study’s results themselves emphasize

the phylogenetic and functional diversity that remains to be

captured from rare organisms, especially for sample types

other than stool, global human populations, and varied life-

styles for the human microbiome.
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Figure 6. Methodology Overview and Quality Characteristics for the 154,723 Reconstructed Genomes

(A) Overview of the overall strategy and datasets employed for the reconstruction of microbial genomes and their organizations in SGBs.

(B) Completeness and contamination values estimated by CheckM are reported for LQ (low quality, completeness <50% or contamination >5%), MQ

(completeness in the range [50%, 90%] and contamination <5%), and HQ (completeness >90%, contamination <5%, CMSeq strain heterogeneity <0.5%)

genomes. LQ genomes are excluded from the rest of the analysis.

(C) Comparisons between the genomes from UniRef/NCBI used as references and our reconstructed genomes.
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Even within the current data collection, a variety of results

remain to be explored. Part of the metagenomic reads that could

not be mapped against our extended bacterial and archaeal

resource are likely coming from viral and eukaryotic genomes.

For example, we found substantial amounts of viruses (>0.5%

relative read depth in 101 samples for bacteriophages never

found as prophages in reference bacterial genomes), of the in-

testinal eukaryotic parasite Blastocystis (>0.5% in 158 samples),

and of the skin fungus Malassezia (>0.5% in 297 samples).

Considering that de novo discovery of non-bacterial genomes

is very challenging and should receive more attention in the

future, eukaryoticmicroorganisms and virusesmay thus account

for some of the remaining unmappable sequences in these data

(Figure 2). These results help to pinpoint microbes unique to

a particular population, environment, or exposure, and most

importantly, future work may then be able to more easily capture

A

B

D

C

E

Figure 7. Quality of the Single-Sample Assembled Genomes against Multiple Alternative Genome Reconstruction Approaches

(A) Percentage identity between genomes from isolates (I) and genomes we reconstructed from metagenomes (M) for five Bifidobacterium species from the

FerrettiP_2018 dataset (Ferretti et al., 2018). Wemark isolates andmetagenomes coming from the same specimen (big filled circles) and coming from specimens

of the same mother-infant pair (small filled circles). In all cases, our automatic pipeline reconstructs genomes from metagenomes that are almost identical to the

genomes of the expected isolated strains.

(B) The strains of S. aureus and P. aeruginosa isolated from three patients are almost perfectly matching the genomes reconstructed from sputummetagenomes

sequenced at multiple time points. In the only case in which a S. aureus genome from ametagenome is not matching the strain isolated from a previous time point

in the same patient, we verified with MLST typing that a clinical event of strain-replacement from ST45 to ST273 occurred.

(C) In the dataset by Nielsen et al. (2014), we successfully recover at >99.5% identity the strain of aB. animalis subspecies lactis present in a commercial probiotic

product that was consumed by the enrolled subjects, even if the probiotic strain was at low relative abundance in the stool microbiome (<0.3% on average

[Nielsen et al., 2014]).

(D) Comparison of the 46 manually curated genomes (using anvi’o) with automatically assembled (using metaSPAdes) and binned (using MetaBAT2) genomes.

(E) Example comparison between the set of single-sample assembled genomes and co-assembled genomes for a time series (n = 5) of gut metagenomes from a

newborn. Several genomes reconstructed with the two approaches have the same phylogenetic placement, with single-sample assembly retrieving the same (or

a very closely related) genome at multiple time points, and both methods retrieving some unique genomes. This is an example of the comprehensive comparison

performed in the STAR Methods and reported in Table S2 and Figure S7B.
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specific strains or microbial molecular mechanisms that are

causal in microbiome-associated human health conditions.
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SUMMARY

Checkpoint inhibitors have revolutionized cancer
treatment. However, only a minority of patients
respond to these immunotherapies. Here, we report
that blocking the inhibitoryNKG2A receptor enhances
tumor immunity by promoting both natural killer (NK)
and CD8+ T cell effector functions in mice and hu-
mans. Monalizumab, a humanized anti-NKG2A anti-
body, enhancedNKcell activity against various tumor
cells and rescued CD8+ T cell function in combination
with PD-x axis blockade. Monalizumab also stimu-
lated NK cell activity against antibody-coated target
cells. Interim results of a phase II trial of monalizumab
plus cetuximab in previously treated squamous cell
carcinomaof theheadandneck showeda31%objec-
tive response rate. Most common adverse events
were fatigue (17%), pyrexia (13%), and headache
(10%). NKG2A targeting with monalizumab is thus a
novel checkpoint inhibitory mechanism promoting
anti-tumor immunity by enhancing the activity of
bothTandNKcells,whichmaycomplement first-gen-
eration immunotherapies against cancer.

INTRODUCTION

Immuno-oncology has revolutionized cancer treatment (Okazaki

and Honjo, 2007; Okazaki et al., 2013; Baumeister et al., 2016;

Schumacher and Schreiber, 2015; Sharma and Allison, 2015a,

2015b). Unprecedented improvements in tumor control have

been achieved using therapeutic monoclonal antibodies (mAbs)

that block immune inhibitory ‘‘checkpoint’’ receptors. In partic-

ular, mAbs directed against the PD-1 (programmed-cell death

protein 1)/PD-L1 (programmed -cell death ligand 1) axis (PDx) in

monotherapy or combination therapy have been approved for

the treatment of several indications, including metastatic mela-

noma, non-small-cell lung cancer, kidney cancer, bladder cancer,

Hodgkin lymphoma, and solid tumors that aremicrosatellite insta-

bility-high or mismatched repair-deficient (Okazaki and Honjo,

2007; Okazaki et al., 2013; Baumeister et al., 2016; Schumacher

and Schreiber, 2015; Sharma and Allison, 2015a, 2015b). Such

treatment often yields durable benefits, and, in most patients,

toxicity can be controlled. However, only a subset of the patients

treated with antibodies specific for PD-1 or PD-L1 display a

strong response, and the cancers of a substantial fraction of pa-

tients are resistant to these immune checkpoint inhibitors (ICI).

Therefore, one of the major challenges in immuno-oncology is

understanding the mechanisms of resistance to ICI, to increase

the proportion of patients benefiting from such treatment and to

control treatment toxicity. One approach that could be used is

to identify novel molecular targets, the modulation of which

boosts anti-tumor immunity. Blocking other inhibitory pathways

of effector lymphocytes, such as T cells and NK cells, is attracting

considerable research interest in this context.

Cell surface receptors harboring intracytoplasmic tyrosine-

based inhibitory motifs (ITIMs) are particularly relevant in this

respect. These motifs are phosphorylated and recruit the phos-

phatases (SHP-1/2 or SHIP) responsible for transmitting the

inhibition signal to immune effector cells (Daëron et al., 2008).

Bioinformatics analyses of the human genome have predicted

the presence of more than 300 type I and type II integral mem-

brane proteins containing at least one ITIM domain (Daëron

et al., 2008), but only a few of these receptors are currently tar-

geted in therapeutic approaches.
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NKG2A is an ITIM-bearing receptor expressed on both T and

NK cells. Approximately half of peripheral bloodNK cells express

NKG2A (André et al., 1999; Mahapatra et al., 2017; Manser and

Uhrberg, 2016) and its expression on NK cells can be upregu-

lated upon stimulation with cytokines, such as interleukin-15

(IL-15) (Brady et al., 2004; Mori et al., 1998). In healthy individ-

uals, around 5%of human peripheral blood CD8+ T cells express

cell-surface NKG2A at steady state, but this expression can be

upregulated by chronic antigenic stimulation (Bertone et al.,

1999; McMahon et al., 2002; Mingari et al., 1998; Sheu et al.,

2005). NKG2A is expressed at the cell surface as a heterodimer

with CD94 in humans andmice and recognizes the non-classical

class I major histocompatibility complex (MHC-I) molecules

human leukocyte antigen (HLA)-E in humans and Qa-1b in

mice. Binding of NKG2A/CD94 to its cognate ligand inhibits

T and NK cell effector functions (Le Dréan et al., 1998; Rapaport

et al., 2015). This inhibition is dependent on the recruitment of the

SHP-1 tyrosine phosphatase to the tyrosine-phosphorylated

form of the ITIM in NKG2A (Viant et al., 2014).

Here, we show that NKG2A blockade enhances the anti-tumor

immunity mediated by NK and CD8+ T cells. We developed a hu-

Figure 1. NKG2A Is an Inhibitory Receptor

that Blocks the Anti-tumor Efficacy of NK

and CD8+ T Cells

(A) Qa-1b-sufficient or -deficient A20 tumor cells

were engrafted subcutaneously (s.c.) in BALB/c

mice.

(B) BALB/c mice were treated with an anti-

aGM1 pAbs or with control rabbit serum, an anti-

CD8a mAb, or rat IgG2b isotype control and then

subcutaneously engrafted with A20 tumor cells.

Graphs show tumor growth in each individual

mouse and combined survival curves. Complete

regressions are indicated. log rank test, **p =

0.0020; ns, no significant.

(C) Experiment similar to that in (B), but with Qa-1b

KO A20 tumor cells. Complete regressions are

indicated. log rank test, ***p = 0.0002 (NK cell

depletion) and ***p = 0.0006 (CD8+ T cell depletion).

See also Figure S1.

manized anti-NKG2A immunoglobulin G

(IgG) 4-blocking mAb (monalizumab), and

we describe its anti-tumor efficacy in vitro

and in vivo when used as a single agent

or in combination with other therapeutic

antibodies, such as durvalumab, blocking

PD-L1, or cetuximab, directed against the

epidermal growth factor receptor (EGFR),

which is expressed by tumor cells.

RESULTS

NKG2A Blockade Promotes Anti-
tumor Immunity
We assessed the impact of NKG2A on

cytotoxic lymphocyte activity by using

BALB/c B cell lymphoma A20 cells, which

express the non-classical MHC-I Qa-1bmolecule, themouse ho-

molog of HLA-E, and generating the corresponding Qa-1b-

knockout cells (Figure S1A). The growth rates of parental and

Qa-1b-deficient A20 cells were similar in vitro (data not shown).

As expected, the frequency of activated NKG2A+ NK cells—as-

sessed based on the expression of CD107a, a degranulation

marker—was higher in cocultures with Qa-1b-deficient A20 cells

than in cocultures with parental cells (data not shown). Following

their subcutaneous injection into syngeneic BALB/c mice, wild-

type A20 B cell lymphoma cells progressively grew in all mice

(Figure 1A, left panel). By contrast, 70% of the mice into which

genetically engineered Qa-1b-deficient A20 cells were injected

did not display tumor growth (Figure 1A, right panel). Both NK

cells and CD8+ T cells were required to control tumor growth,

because the administration of anti-asialo-GM1 and anti-CD8a

mAbs, respectively, into tumor-bearing mice abolished the con-

trol of parental and Qa-1b-deficient tumor growth and led to pre-

mature death (Figures 1B and 1C). These results validate Qa-1b

as a potentially useful target.

We then dissected the immune response to A20 in the tumor

bed by analyzing tumor-infiltrating lymphocytes (TILs). A20
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tumors were found to be infiltrated by NK and CD8+ T cells.

�60% of tumor-infiltrating NK cells expressed the NKG2A re-

ceptor (Figure 2A). We also monitored PD-1 expression,

because the immune control of A20 tumors has been reported

to be partially dependent on PD-1 (Sagiv-Barfi et al., 2015). The

expression of PD-1, either alone or together with NKG2A, was

barely detectable on the surface of tumor-infiltrating NK cells.

We did not observe NKG2A expression on the surface of

CD8+ T cells from the spleen, and few cells expressed PD-1

(�0.5%) (Figure 2A). However, PD-1+ CD8+ T cells accounted

for �45% of TILs. Importantly, NKG2A was also expressed on

the surface of around half the PD-1+ CD8+ TILs. In this model,

we also observed that double-positive PD-1+ NKG2A+ CD8+

TILs displayed higher levels of PD-1 and NKG2A expression

at their surface than cells positive only for PD-1 or for NKG2A

(Figure 2A). Very few CD8+ TILs (�2%) expressed NKG2A

without PD-1.

We then investigated whether NKG2A blockade could pro-

mote anti-tumor immunity. We generated a recombinant mouse

version of the rat anti-mouseNKG2A antibody 20d5 (Vance et al.,

1999). We confirmed that the blockade of NKG2A in vitro pro-

moted the expression of CD107a by NK cells cocultured with

Qa-1B+ A20 tumors, but not with Qa-1B�YAC-1 target cells (Fig-

ure S1B). When used as single agents in vitro, anti-NKG2A and

anti-PD-L1 mAbs only modestly improved ex vivo tumor-infil-

trating CD8+ T cell effector activities after restimulation with

Figure 2. Combined Blockade of NKG2A and PD-1/PD-L1 Promotes Anti-tumor Immunity in A20 Tumor-Bearing BALB/c Mice
(A) Flow cytometry characterization of NK and CD8+ TILs 19 days after A20 tumor cells engraftment. The spleen was used as control. Upper panels: repre-

sentative fluorescence-activated cell sorting (FACS) profiles of PD-1 and NKG2A expression on NK and CD8+ T cells in the spleen and the tumor bed. Lower

panels: pie chart analysis (mean ± SD). The data presented are the pooled results of three independent experiments (n = 12).

(B) A20 tumor cells were engrafted in BALB/c mice. Tumor-bearing mice were then treated at 3- to 4-day intervals with an isotype control (IC), anti-NKG2A, anti-

PD-L1, or a combination of these last twomAbs. Graphs show tumor growth in each individual mouse and combined survival curves. The data presented are the

pooled results of three independent experiments. Complete regression are indicated. log rank test, **p = 0.0087; ***p = 0.0001; ****p < 0.0001.

(C) Experiment similar to that described in (B) but with treatment of the mice with an anti-asialo-GM1 pAbs or an anti-CD8a mAb 1 day before the initiation

of immunotherapy with the combination of anti-NKG2A and anti-PD-L1 mAbs. Graphs show tumor growth in each individual and combined survival curves.

Complete regression are indicated. log rank test, *p < 0.0016; **p < 0.01; ***p = 0.0001.

See also Figure S2.
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Figure 3. Combined Blockade of NKG2A and PD-1/PD-L1 Promotes Anti-Tumor Immunity in RMA Rae-1b Tumor-Bearing C57BL/6J Mice

(A) RMARae-1b tumor cells were injected subcutaneously into C57BL/6Jmice. Flow cytometry characterization of NK andCD8+ TILs 12 days post-injection, with

the spleen used as the standard. Upper panels: representative FACS profiles of PD-1 and NKG2A expression at the surface of NK and CD8+ T cells in the spleen

and the tumor bed. Lower panels: pie chart analysis (mean ± SD). The data presented are the pooled results of two independent experiments (n = 8 mice).

(B) RMA Rae-1b tumor-bearing C57BL/6J mice were treated with IC antibodies, anti-NKG2A, anti-PD-L1, or a combination of these last two mAbs. Graphs show

tumor growth in each individual mouse and combined survival curves. The data presented are the pooled results of four independent experiments. Complete

regressions are indicated. log rank test, ****p < 0.0001.

(C) Experiment similar to that in (B), except that the mice were treated with anti-NK1.1 mAb or anti-aCD8amAb 1 day before the initiation of immunotherapy with

the combination of anti-NKG2A and anti-PD-L1mAbs. Graphs show tumor growth in each individual mouse and combined survival curves. Complete regressions

are indicated. log rank test, **p = 0.0024.

(legend continued on next page)
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A20 cells (Figure S1C). By contrast, the use of anti-NKG2A and

anti-PD-L1 mAbs in combination increased the frequency of

CD107a-expressing NKG2A+ PD-1+ CD8+ TILs.

We further investigated the effects of immunotherapy with anti-

NKG2Aandanti-PD-L1mAbsby treatingA20 tumor-bearingmice

with anti-NKG2AmAb, anti-PD-L1mAb, or a combination of both

blocking reagents (Figure 2B). In this experimental setting, anti-

NKG2A mAb did not rescue mice from death when used as a

single agent when compared to control group. By contrast, anti-

PD-L1 mAb rescued �40% of tumor-bearing mice from death,

as shown by comparison with untreated mice. Interestingly, a

combinationof anti-NKG2Aandanti-PD-L1mAbshada synergis-

tic effect, improving the control of tumor growth and rescuing

�75% of the mice from death (Figure 2B). The results obtained

for mice treated with anti-asialo-GM1 or anti-CD8a antibodies

also demonstrated that the anti-tumor effect of the anti-NKG2A/

PD-L1 mAbs combination therapy was dependent on both NK

and CD8+ T cells (Figure 2C). Thus, the combination of a blocking

anti-NKG2AmAbwithablockinganti-PD-L1mAbhada therapeu-

tic anti-tumor effect, because it unleashed NK cells and CD8+

T cells in the A20model. Similar resultswere obtainedwith a com-

bination of anti-NKG2A/PD-1 mAbs (Figure S2).

Combined Blockade of NKG2A and PD-L1 Promotes the
Generation of Protective Anti-tumor Memory
We investigated the anti-tumor therapeutic properties of the anti-

NKG2AmAb further by using this antibody to treat C57BL/6mice

bearing another tumor, i.e., the subcutaneously injected RMA-

Rae-1b T lymphoma. Like A20 cells, RMA-Rae-1b tumor cells ex-

pressQa-1b andPD-L1 (FigureS3). The frequencyofNKG2A+NK

cells in the tumor was higher than that in the spleen, but tumor-

infiltrating NK cells did not express PD-1, as observed in the

A20 model (Figure 3A). We found that �20% of total CD8+ TILs

expressed NKG2A, but not PD-1; �15% expressed both these

molecules; and �20% expressed PD-1, but not NKG2A (Fig-

ure 3A). Neither anti-NKG2A mAb nor anti-PD-L1 monotherapy

was effective in RMA-Rae-1b tumor-bearing mice (Figure 3B).

However, treatment with a combination of mAbs against

NKG2A and PD-L1 resulted in tumor growth control in 45% of

the tumor-bearing mice, which were rescued from death. The

combination therapy acted through the release of a CD8+ T cell,

but not an NK cell inhibition, as the injection of a depleting anti-

CD8a mAb, but not anti-NK1.1 mAbs, abolished tumor growth

control and impaired mouse survival (Figure 3C).

We observed the generation of CD62L� CD44+ effector mem-

ory CD8+ T cells in the spleens of mice in which RMA-Rae-1b

tumors were implanted and then cured by immunotherapy, but

not in the spleens of untreated mice (Figure 3D). Accordingly,

RMA-Rae-1b tumor cells were completely rejected when

injected into mice that had already been injected with the tumor

and cured by treatment with anti-NKG2A and anti-PD-L1 mAbs,

whereas the injection of these cells led to unchecked tumor

growth in untreated mice (Figure 3D). Therefore, in addition to

curing mice of their implanted tumors, blocking NKG2A in com-

bination with another ICI can promote durable protective anti-tu-

mor CD8+ T cell memory response in a preclinical mouse model.

HLA-E and NKG2A Expression in Human Tumors
We then monitored the expression of NKG2A and HLA-E at the

surface of several human tumors, to identify the indications for

which anti-NKG2A therapeutic blocking mAbs might promote

anti-tumor immunity in cancer patients. HLA-E was found to be

widely expressed on the surfaces of several human tumors.

We observed HLA-E expression in lung, pancreas, stomach,

colon, head and neck, and liver tumor tissues (Figure 4;

Table S1). By contrast, PD-L1 expression was restricted to a

fraction of lung, stomach, and colon tumors (Figure S4). HLA-E

was strongly expressed by squamous cell carcinoma of the

head and neck (SCCHN) and colorectal carcinoma (CRC) (Fig-

ures 4A–4C), in which we also detected NKG2A-positive cells.

NKG2A-positive cells and HLA-E expression were also found

in ovarian, endometrial, CRC, and cervical cancer (Figure 4C).

NKp46+ NK and CD8+ TILs were also present in all these tumors.

We investigated SCCHNmore closely by flow cytometry and de-

tected high frequencies of CD8+ TILs expressing PD-1 and co-

expressing both PD-1 and NKG2A in the tumor (Figure 4D).

NKG2A-expressing NK cells were also present at high fre-

quency, and some of these cells had a PD-1+ NKG2A+ pheno-

type. Similar results were obtained for CRC and lung tumors

(data not shown). Thus, several tumors expressed HLA-E and

were infiltrated with NK and CD8+ TILs expressing NKG2A.

Therefore, we reasoned that NKG2A blockade, either alone or

together with the use of other checkpoint inhibitors, such as

anti-PD-1/PD-L1 antibodies, might improve the anti-tumor effi-

cacy of NK and CD8+ TILs in cancer patients.

Generation and Characterization of a Chimeric Blocking
mAb Directed against Human NKG2A
A murine anti-human NKG2A IgG1 mAb clone, Z270, was gener-

ated in a previous study (Sivori et al., 1996). We humanized this

antibody by fusion with an IgG4 with a single point mutation in

the Fc heavy chain to prevent the formation of half-antibodies

and screened the selected humanized clones for binding to

CD94-NKG2A with an affinity similar to that of the original murine

mAb. The selected humanized clone was named monalizumab

(IPH2201/NNC141-0100). Importantly, unlike other anti-NKG2A

(D) Upper left panels: FACS profiles of CD44 and CD62L expression on CD8+ T cells in the spleen of naive (no tumor) mice, mice receiving their first injection of

RMARae-1b tumor cells (RMARae-1b), andmice previously injected with RMARae-1b tumors, cured by immunotherapy and rechallenged (RMARae-1b +mAbs

rechallenged). Percentages of naive (CD44�CD62L+), central memory (TCM, CD44+CD62L+), effector memory (TEM, CD44+CD62L�) and effector CD8+ T cells

(eff, CD44�CD62L�) are indicated. Upper right panel: absolute numbers of effectormemoryCD8+ T cells in the spleen are shown. Lines represent medians. Lower

panels: RMA Rae-1b tumor-bearing C57BL/6J mice were treated with IC antibody or with a combination of anti-NKG2A and anti-PD-L1 mAbs. Mice cured by

immunotherapy (n = 13) were rechallenged subcutaneously with RMA-Rae-1b tumor cells after 70 days. Untreated C57BL/6J mice (n = 15) also received in-

jections of RMA-Rae-1b cells as a control. The graphs show tumor growth in each individual mouse. The data presented are the pooled results of two independent

experiments.

See also Figure S3.
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mAbs described to date, monalizumab is specific for human

NKG2A, as it bound human NKG2A+ cells, but not Ba/F3-trans-

fected cells expressing human NKG2C, the activating isoform of

NKG2A (Figure S5A). The EC50 calculated bywhole blood titration

was 4.5 ng/mL for NKG2A+ NK cells and 11.4 ng/mL for NKG2A+

CD8+ T cells (Figure S5B). Finally, another critical feature of mon-

alizumab resides in its capacity to inhibit the binding of HLA-E

tetramers to human NK cells expressing NKG2A (Figure S5C).

Monalizumab Promotes the Anti-tumor Cell Activities of
Human NK Cells and CD8+ T Cells
We then sought to assess the blocking activity of monalizumab

on effector cells by monitoring the cell surface expression of

CD107 by NKG2A+ NK cells cocultured with K562 tumor target

cells expressing HLA-E (Figures 5A and 5B). The prototypic

K562 cells, which lack HLA-E, activated NK cells, but forced

HLA-E expression on K562 cells decreased the frequency of

CD107+ NKG2A+ NK cells. The addition of monalizumab to the

assay restored the production of CD107 by NKG2A+ NK cells

to the levels observed with parental K562 targets (Figure 5A).

In addition, monalizumab treatment led to increased frequencies

of CD107 expression and IFN-g production when IL-2-activated

NK cells were co-cultured with K562-HLA-E+ targets (Figure 5B).

We then assessed the anti-tumor efficacy of monalizumab in co-

cultures of NK cells with tumor cell lines with different levels of

HLA-E expression (Figure S6). Monalizumab increased the

frequency of activated NKG2A+ NK cells, as assessed by

measuring the cell-surface induction of CD107 and CD137

(4-1BB), an activation-induced costimulatory molecule, in co-

cultures with three different SCCHN cell lines and three different

ovarian tumor cell lines, although this stimulation was weaker for

the CAL-27 and Caov-2 cell lines (Figure S6).

The anti-NKG2AmAb and the anti-PD-L1mAb had synergistic

effects in our preclinical mouse tumor models. We therefore as-

sessed the effects of a combination of monalizumab and durva-

lumab on NK cell activity against K562 cells co-expressing HLA-

E and PD-L1 in vitro. NKG2A+ PD-1+ NK cells were generated

by chronically stimulating various donor PBMCs with IL-15

Figure 4. CD8+, NKp46+ and NKG2A+ Im-

mune Cells Are Present in Several Types of

HLA-E-Expressing Solid Cancers

(A) Representative example of HLA-E and NKG2A

expression on frozen sections from SCCHN and

CRC cancer samples. Bright-field images were

inverted, and RGB channel splitting was per-

formed. Pseudocolors were attributed to each

marker (blue for hematoxylin and green for HLA-E

or NKG2A). Scale bars represent 500 mm for low

magnification or 50 mm for right inserts.

(B) Semiquantitative analysis of HLA-E expression

on formalin-fixed paraffin-embedded (FFPE)

SCCHN samples (n = 65). HLA-E expression was

assessed on tumor cells (TC), lymphocytes (Ly),

and endothelial cells (Endo). Score 1 = 1%–33%;

score 2 = 34%–66%; score 3 R 66% of positive

cell.

(C) Semiquantitative analysis of NKG2A-, NKp46-,

and CD8-positive cells and of HLA-E expression

on colorectal cancer (n = 48), ovarian cancer

(n = 40), endometrial cancer (n = 40) and cervical

cancer (n = 17). CD8, NKp46 and NKG2A cells

were quantified in the tumor nest (TN) and stroma

(S). HLA-E expression was assessed separately

on tumor cells (TC) and lymphocytes (Ly.). Score

1 = 1%–33%; Score 2 = 34%–66%; Score 3 R

66% of positive cells.

(D) Percentages of NK cells (upper panels) and

CD8+ T cells (lower panels) expressing NKG2A

and PD-1 in SCCHN cancer samples. Cells from

WB (whole blood, n = 23), LN (normal lymph node,

n = 6), meta LN (metastatic lymph node, n = 12),

adj (healthy tissue adjacent to the tumor, n = 8),

and tumor (n = 13) were analyzed by flow

cytometry. Box and whiskers plot, in which

the means are indicated by crosses. Kruskal-

Wallis analysis followed by Dunn’s multiple com-

parisons test. *p < 0.05; **p % 0.01; ***p % 0.001;

****p < 0.0001.

See also Figure S4 and Table S1.
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(Figure 5C). The anti-NKG2A monalizumab, used as a single

agent, increased the frequencies of CD107+ NKG2A+ PD-1- NK

cells in cocultures with K562-HLA-E or K562-HLA-E-PD-L1 cells

(Figure 5D). Addition of durvalumab did not improveNK cell reac-

tivity in this assay. When used as a single agent, monalizumab

also improved CD107 expression by NKG2A+ PD-1+ NK cells

cocultured with K562-HLA-E targets. The use of monalizumab

or durvalumab as single agents only modestly increased

the reactivity of NKG2A+ PD-1+ NK cells cocultured with

K562-HLA-E-PD-L1 cells, whereas these two antibodies had

additive effects when used in combination. Thus, monalizumab

efficiently released the inhibition conferred by the engagement

of the inhibitory receptor NKG2A. In combination with other

ICI, monalizumab has additive effects, promoting NK-cell

effector functions.

Weassessed theboostingeffectofmonalizumabonCD8+Tcell

functions in more detail because, in our preclinical model, many

CD8+ TILs expressed NKG2A (Figures 2A and 3A). We aimed to

generate antigen-specific NKG2A+ CD8+ T cells in vitro through

chronic stimulation with IL-15, monocytes and antigenic peptides

derived from human influenza virus (Flu) (Figure 5E). The Flu-spe-

cific CD8+ T cells obtained after nine days of culture harbored

different phenotypes. In addition to PD-1+ NKG2A� Flu-specific

CD8+ T cells, a substantial fraction of the Flu-specific CD8+

T cells co-expressed PD-1 and NKG2A (Figure 5E). Cells were

then cocultured with Flu peptide-pulsed K562-HLA-A2 cells ex-

pressing or not expressing the inhibitory ligands HLA-E and PD-

L1. The addition of monalizumab or durvalumab modestly

increased the frequency of CD107+NKG2A+ Flu-specific-CD8+

T cells (Figure 5F). However, the combination of monalizumab

Figure 5. Monalizumab and Durvalumab

Unleash NK and CD8+ T Cell Function

In Vitro

(A) NK cells were co-cultured with K562 or K562

cells expressing HLA-E in the presence or

absence of monalizumab. The frequencies of

CD107-positive NK cells are shown. Box and

whiskers plot, with the means indicated by

crosses. N = 8. The whiskers are drawn down to

the 25th percentile minus 1.5 times IQR (inter-

quartile range) and up to the 75th percentile plus

1.5 times IQR. Friedman analysis followed by

Dunn’s multiple comparisons test. **p = 0.006;

***p = 0.0001.

(B) Purified 7 days IL-2-activated NK cells were

co-cultured or K562 cells expressing HLA-E in

the presence or absence of monalizumab. The

frequencies of CD107 and IFN-g-positive NK

cells are shown. Non-parametric Wilcoxon

matched-pairs rank test. N = 6; *p = 0.0313.

(C) NK cells were stimulated in vitro with IL-15 for

9 days. The data shown are the frequencies of NK

cells expressing NKG2A or PD-1 before (day 0)

and after (day 9) culture.

(D) The NK cells generated in (C) were co-

cultured with K562 cells expressing HLA-E or co-

expressing HLA-E and PD-L1 without (control) or

with monalizumab (mona), durvalumab (durva), or

both these antibodies (combo). The data shown

are the frequencies of CD107-expressing

NKG2A+ PD-1+or PD-1� NK cells. Box and

whiskers plot, with the means indicated by

crosses like in Figure 5A. N = 13 donors. *p <

0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001.

(E) CD8+ T cells were co-cultured in vitro with

monocytes in the presence of IL-15 and Flu pep-

tide for 9 days. Top panel: one representative dot

plot showing the frequency of Flu tetramer positive

(TMr+) CD8+ T cells after culture (n = 14). Bottom

panel: frequencies of NKG2A+ and/or PD-1+ cells

after gating on TMr+ CD8+ T cells (n = 14).

(F) The CD8+ T cells generated in (E) were co-cultured with Flu peptide-pulsed K562 cells expressing PD-L1, HLA-E and HLA-A2 without (control) or with

monalizumab (mona), durvalumab (durva), or both antibodies (combo). The data shown are the frequencies of CD107-expressing (upper panels) and IFN-g-

secreting (lower panels) NKG2A+ or NKG2A� CD8+ T cells (n = 17). The whiskers are drawn like in Figure 5A. *p % 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001.

(G) The CD8+ T cells generated in (E) were co-cultured with Flu peptide-pulsed K562 cells expressing PD-L1, HLA-E, and HLA-A2 loaded with Cr51 without

(control) or with monalizumab (mona), durvalumab (durva), or both antibodies (combo). The data shown are the frequencies of K562 target cell lysis. N = 14

donors. The whiskers are drawn like in Figure 5A. *p < 0.05; **p < 0.01; ***p < 0.001.

See also Figures S5 and S6.
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with durvalumab improved CD8+ T cell activity as assessed by

CD107 expression and IFN-g production, and by the killing of

target cells in a chromium release assay (Figures 5F and 5G).

Thus,monalizumab canpromote activation and effector functions

of both NK cells and CD8+ T cells, and this effect is more marked

when it is used in combination with durvalumab.

Monalizumab Promotes Human NK Cell Antibody-
Dependent Cell-Mediated Cytotoxicity
We then evaluated the potential of monalizumab to promote

NK-cell effector functions when combinedwith other commonly

used anti-tumor reagents, such as those promoting antibody-

dependent cell-mediated cytotoxicity (ADCC). The anti-EGFR

mAb cetuximab is used to treat advanced and recurrent and/

or metastatic SCCHN and metastatic CRC. Cetuximab mobi-

lizes adaptive and innate immunity against tumor cells, partly

by promoting ADCC (Ferris et al., 2018). HLA-E membrane

expression in CRC could inhibit cetuximab-mediated cellular

cytotoxicity (Levy et al., 2009). We used a combination of

monalizumab and cetuximab to stimulate NK cells against an

SCCHN cell line in vitro (Figure 6A, left panel), and monitored

the induction of CD137 as a marker of NK cell activation

including ADCC. This combination of mAbs amplified the acti-

vation of NK cells, as shown by the higher frequencies of

CD137+ NK cells. Monalizumab also enhanced the NK cell-

mediated ADCC by the anti-CD20 mAb obinutuzumab in

cocultures with B cell lines expressing MHC class I (Figure 6A,

right panel). Thus, the anti-NKG2A mAb monalizumab can

amplify the beneficial effects of other IO treatments, such as

those promoting ADCC.

Tumor Control by a Combination of Monalizumab and
Cetuximab in Patients with SCCHN
We found that combinations of NKG2A-blocking mAbs with

other IO treatments, such as anti-PD-1 mAbs, anti-PD-L1

mAbs or cetuximab, had additive effects on anti-tumor immunity

in preclinical experimental settings in vitro and in vivo. These re-

sults provide a scientific rationale for evaluations of the efficacy

and safety of monalizumab in cancer patients. SCCHN tumors

were strongly positive for HLA-E and were infiltrated with CD8+

T cells and NK cells, which may express NKG2A (Figures 4A,

4B, and 4D). Cetuximab is used in the standard care regimen

for SCCHN (Vermorken et al., 2007). We therefore assessed

the safety and efficacy of the combination of monalizumab and

cetuximab in patients with previously treated recurrent or meta-

static (R/M) SCCHN in a phase II clinical trial (NCT02643550). We

evaluated five doses of monalizumab (0.4, 1, 2, 4, 10 mg/kg

every 2 weeks) in combination with the approved dose of cetux-

imab (400mg/m2 loading dose and then 250mg/m2weekly). The

maximum tolerated dose was not reached and the highest dose

of monalizumab tested (10mg/kg) was used for expansion of the

phase II cohort. We used a one-stage Fleming design with futility

analysis after the first 11 patients; the overall phase II study will

include 40 patients. The characteristics of the patients are shown

in Table 1. As of March 9, 2018, 31 patients with R/M SCCHN

were treated and evaluable for safety, of which 26 patients

were evaluable for efficacy while the remaining patients were

studied too early for assessment. All 31 patients had been

Figure 6. Monalizumab Enhances Human NK Cell-Mediated ADCC

and Anti-tumor Activity of Monalizumab and Cetuximab

(A) Left panel: NK cells from healthy donors were co-cultured with the CAL-27

SCCHN cell line in the presence or absence of monalizumab (Mona) or ce-

tuximab (Ctx). The data shown are the frequencies of CD137-expressing

NKG2A+ NK cells after 24 hr. N = 13. Student t test comparing the Mona +

Cetux combination with Ctx as single agent ****p < 0.0001. Right panel: NK

cells from healthy donorswere co-culturedwith 721.221 cells expressing HLA-

Cw3 and HLA-Cw4 in the presence or absence of monalizumab (Mona) or

obinutuzumab (Obz). The data shown are the frequencies of CD137-ex-

pressing NKG2A+ NK cells after 24 hr. N = 12. Student’s t test comparing the

Mona + Obz combination with Obz as a single agent. ****p < 0.0001.

(B) Waterfall plot of the largest change in target lesion relative to the baseline.

(C) Spider plot of the largest change in target lesion relative to the baseline.

The patient who died early, due to disease progression, before the first

assessment is not represented in these graphs. In accordance with RECIST

1.1, a confirmation of response was required.

(D) Example of a partial response after treatment with the Mona + Cetux

combination in a patientwith recurrent oral cavity cancer (leftmasticator space)

previously treated by surgery, chemotherapy (cisplatin), and radiation therapy.

See also Table 1.
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previously treated with platinum-based chemotherapy, and 24

patients received one or two systemic treatment regimens. Four-

teen patients had already received immunotherapies, and three

had been already treated with cetuximab for locally advanced

disease and had been free from progressive disease for at least

4months. Safety was the primary endpoint of part I and objective

response rate (ORR) of part II. The combination was well toler-

ated. Most of the adverse events (AE) observed (93%) were of

grades 1–2 severity, rapidly reversible and easily manageable.

The most common monalizumab-related AEs were fatigue

(17%), pyrexia (13%), and headache (10%). Other monalizu-

mab-related AEs (interstitial lung disease, colitis and hypophos-

phatemia) were reported in 1 patient each. The most frequent

AEs reported for cetuximab in previous studies (Vermorken

et al., 2007) were skin disorders (rash, 49%; acne, 26%; nail dis-

orders, 16%; dry skin, 14%), and these effects were not exacer-

bated by monalizumab. No infusion-related reactions were

observed (patients received premedication for cetuximab as

specified on the label). No treatment-related deathwas reported.

No new or unusual signs suggestive of poor safety were

observed with the combination of monalizumab and cetuximab.

We thus concluded that the safety profile of the combination was

similar to that for the two single agents.

Interim treatment efficacy results for the phase II trial showed

that treatment with the monalizumab and cetuximab combina-

tion resulted in a confirmed RECIST partial response in 8 of 26

patients (31%), stable disease (SD) in 14 of 26 (54%) and pro-

gressive disease (PD) in 3 of 26 (11%) patients and one patient

died from progressive disease at week 8 without post-baseline

imaging (Figures 6B–6D). The lesion disappeared in one patient,

as shown in Figure 6D. Assuming an ORR of 25%, using 10% as

the cutoff for inactivity, a = 0.05, and a power of 0.76, the prede-

fined number of eight responses required to declare a positive

result for the trial already was reached. Two of the eight

patients with confirmed responses had previously received

immunotherapy. At the time of the analysis, themedian response

duration was not reached; six responding patients were still on

treatment. Median follow-up time was 129 days: 17 patients

(55%) were still on treatment, 14 patients (45%) had stopped

treatment, because of progressive disease in 12 (38%), and

adverse event in one and on the decision of the investigator in

the final case. The activity of single agent cetuximab in recurrent

and/or metastatic SCCHN is limited with a 13% ORR, a median

duration of response (DoR) of 4 months, a median progression-

free survival (PFS) of 2.3 months, and a median overall survival

(OS) of 5.6 months (Vermorken et al., 2007, 2008). Even if no

formal comparison can be made, the activity of monalizumab

combined to cetuximab appears higher than historical data for

cetuximab alone, although cross-trial comparisons of this kind

should be interpreted with caution due to the small number of

patients involved and possible differences in patient population

and trial methodology. Overall, these data showed that the com-

bination therapy of monalizumabwith cetuximab has promise for

the treatment of patients with SCCHN with expected toxicity

profile of either agent alone.

DISCUSSION

Immune checkpoint inhibitors have greatly improved the control

of several types of cancer, but the efficacy of these treatments

needs to be further improved, as does the ability to control their

toxicity. One way of achieving this goal would be to identify

critical immune checkpoints other than PD-1 and CTLA-4 for

targeting by therapeutic antibodies to promote effective immune

responses to cancers. Most immunomodulatory strategies to

date have focused on enhancing T cell responses, but there

has been a recent surge of interest in harnessing the relatively

underexplored NK cell compartment for therapeutic interven-

tions (Cerwenka and Lanier, 2018; Guillerey and Smyth, 2016;

Rautela et al., 2018; Vivier et al., 2012; Chiossone et al., 2018).

The manipulation of NK cells in cancer is designed to initiate a

multilayered immune response culminating in protective and

long-lasting immunity to tumors based on a number of different

cell types, including T cells.

Here, we focus on the NKG2A receptor, a well-known ITIM-

bearing inhibitory receptor expressed on both T and NK cells

(López-Botet et al., 2000; Moretta et al., 2001), emitting inhib-

itory signals transduced via the protein tyrosine phosphatase

SHP-1 (Viant et al., 2014). The abundance of NKG2A+CD8+

T cells is low in human blood, but NKG2A expression can be

induced at the surface of CD8+ T cells upon activation (Braud

et al., 2003). The targeting of NKG2A with a blocking antibody

would therefore have the unique advantage of enhancing

Table 1. Characteristics of Patients with Recurrent orMetastatic

SCCHN, Enrolled in the NCT02643550 Phase II Clinical Trial

Patient Characteristics, N = 31 N (%)

Age, median [range] 64 [34–76]

Sex female 10 (32)

male 21 (68)

ECOG 0 12 (39)

1 19 (61)

HPV status positive 4 (13)

negative 15 (48)

to be determined 12 (39)

Tobacco never 6 (19)

former 20 (65)

current 5 (16)

Tumor site oral cavity 14 (45)

oropharynx 10 (32)

larynx 4 (13)

hypopharynx 2 (6)

nasopharynx 1 (3)

Type of recurrence local 18 (58)

distant 13 (42)

Prior lines of systemic

therapy (overall)

Number of Previous Lines

1 16 (52)

2 10 (32)

3 5 (16)

prior platinum 31 (100)

prior IO 14 (45)

prior cetuximab 3 (10)
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T and NK cell responses. Another advantage of targeting

NKG2A is the safety of this approach, as no abnormalities

have been reported in mouse strains lacking CD94 (Vance

et al., 1999; Orr et al., 2010), which forms a heterodimer

with NKG2A. These mice therefore lack cell-surface NKG2A

expression.

One critical point for such an approach is the expression of

NKG2A and HLA-E during cancer. We have shown that the

NKG2A receptor is expressed on NK and T cells in the tumor

bed in many human cancers and we have also shown that its

ligand, HLA-E, is frequently overexpressed in tumors. By

contrast, classical MHC-I expression is often weak on tumor

cells, and this downregulation has been recognized as a major

mechanism by which tumor cells escape T cell control (Garrido

et al., 2017; Sharma et al., 2017). Unlike classical HLA class I

molecules, HLA-E continues to be expressed on the surface of

tumor cells, often evenmore strongly than on healthy cells, in pa-

tients with solid tumors or leukemia/lymphoma (Benson et al.,

2012; Mamessier et al., 2011; Platonova et al., 2011; Talebian

Yazdi et al., 2016). This conservation of expression likely results

from the dependence of cell-surface HLA-E expression on many

distinct peptides, including the leader peptides of HLA-A, -B, or

-C. Downregulation of HLA-E expression therefore would require

at least the elimination of three types of HLAmolecules. Our data

for NKG2A expression are consistent with earlier reports on

tumor-infiltrating NK and T cells in melanoma and breast and

cervical cancers (Mamessier et al., 2011; Sheu et al., 2005). A

complementary study showed in several tumor mouse models

that expression of NKG2A is associated with worse clinical

outcome (van Montfoort et al., 2018).

One of the key findings of our studies is the demonstration that

NKG2A is often co-expressed with PD-1 on CD8+ T cells. PD-1

expression is a hallmark of exhausted CD8+ T cells (Hashimoto

et al., 2018). This result therefore suggested that NKG2A expres-

sion might constitute an additional brake to release for reversing

CD8+ T cell exhaustion. The regulation of NKG2A expression on

both NK and CD8+ T cells remains to be dissected in detail.

Nevertheless, unlike PD-1 expression, which can be observed

on the surface of CD8+ T cells from whole blood or lymph nodes

from cancer patients, the number of NKG2A-expressing CD8+

T cells was selectively increased at the tumor bed or adjacent tis-

sue. These results suggest that signals derived specifically from

the tumor would be required to induce, or to sustain NKG2A

expression.

We also found that HLA-E was more frequently expressed

than PD-L1 in several types of cancer. This finding is consistent

with previous suggestions that HLA-E expression may account

for some of the lack of responsiveness to anti-PD-x observed

in Merkel cell carcinoma (Paulson et al., 2018) and in an in vivo

CRISPR screening program that identified Qa-1b (the mouse

HLA-E ortholog) as a cancer immunotherapy target, because

Qa-1b loss-of-function increased the efficacy of immunotherapy

by PD-1 blockade (Manguso et al., 2017). These data support

the use of a combination of mAbs blocking the PD-x and

NKG2A/HLA-E inhibitory pathways. Our results in mice indicate

that NKG2A pathway blockade does indeed improve tumor

control when combined with a blockade of the PD-1/PD-L1

inhibitory pathway. We also demonstrated the generation of pro-

tective memory CD8+ T cells in mice into which RMA-Rae-1b

tumors were implanted and then cured by combined PD-L1

and NKG2A blockade. Thus, our preclinical results provide a

rationale for combining monalizumab and durvalumab into

a novel immunotherapy for cancer patients. Importantly, such

a clinical trial is ongoing (NCT02671435) and very recently pre-

liminary safety and efficacy data were reported (Segal et al.,

2018). Briefly, the dose escalation part of the study demon-

strated the feasibility of combining the two agents with no new

safety signals noted beyond the known safety profile for each in-

dividual agent. The initial clinical activity data from a cohort

expansion in pretreated (median of three previous lines of sys-

temic therapy) microsatellite stable colorectal cancer (MSS

CRC; n = 39) demonstrated an ORR of 8% (median duration of

response of 16.1 weeks) and a disease control rate (DCR) at

16 weeks of 31% (Segal et al., 2018). Although these results

are very preliminary, they are an example of potential therapeutic

opportunities for immunotherapy in MSS CRC, a setting in which

immune checkpoint-based therapy has, so far, failed to demon-

strate any consistent and meaningful clinical benefit.

Combining a blockade of inhibitory signals with the delivery of

activating signals should improve the efficacy of immunother-

apies. Many possible approaches of this type are being tested,

including the triggering of innate immunity via the delivery of

TLR ligands (Du et al., 2016), activation of the STING pathway

at the tumor bed (Corrales et al., 2016), treatment with antibodies

targeting activating cell surface receptors (Callahan et al., 2016;

Muntasell et al., 2017), and the use of engineered forms of cyto-

kines, such pegylated IL-2 (Charych et al., 2017; Charych et al.,

2016) and IL-2 variants (Sockolosky et al., 2018). Antibodies

directed against tumor cells also could be used to stimulate

the immune response to tumor cells, thereby helping to eliminate

cancer. The mode of action of these treatments differs between

antibodies, but efficacy is partly dependent on ADCC, as for rit-

uximab, an anti–CD20 mAb used to treat non-Hodgkin lym-

phoma and chronic lymphocytic leukemia (Cartron and Watier,

2017). Other antibodies are also used to stimulate the immune

system via ADCC. One such antibody is cetuximab, which is

used in metastatic CRC and SCCHN. We showed in vitro

that NKG2A blockade with monalizumab boosts NK cell-medi-

ated ADCC against cetuximab-coated SCCHN tumor cells.

Consistent with these data, treatment with a combination of

monalizumab and cetuximab was found to be effective in the

NCT02643550 phase II clinical trial for SCCHN. Importantly, lit-

tle, if any, toxicity was associated with blocking NKG2A and

especially no signs of auto-immunity. The encouraging results

obtained for SCCHN in NCT02643550 and for MSS CRC in

NCT02671435 require consolidation in further clinical trials, but

they constitute a key step toward the use of monalizumab in

combination treatments against cancer. Once the samples

from all the patients enrolled in the monalizumab clinical trials

will be accessible, translational studies will be performed. In

particular, it will be addressed whether the expression of

HLA-E at the tumor bed is linked to the HLA types of the patients

(Horowitz et al., 2016; Ramsuran et al., 2018) and to the clinical

outcome.

In conclusion, we report here the full characterization of a

first-in-class immune checkpoint inhibitor, monalizumab. This
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therapeutic antibody has several key features. First, it enhances

the antitumor activities of both T and NK cells, by blocking

the inhibitory function of NKG2A. Second, the ligand of NKG2A

is the non-classical MHC class I molecule HLA-E, which is

frequently overexpressed on human tumors, providing a mecha-

nism of resistance to lymphocyte activation at the tumor bed.

Third, monalizumab is well tolerated in humans and has yielded

encouraging efficacy results in clinical trials assessing its use in

combination with cetuximab in SCCHN, and in combination with

durvalumab in MSS CRC, two clinical conditions with low ORRs,

for which therapeutic options are very limited. Therefore, anti-

NKG2A mAb is a promising checkpoint inhibitor that promotes

antitumor immunity by enhancing the activities of both T and

NK cells. Interestingly, NKG2A has been shown to contribute

to the inhibition HIV-infected target cell clearance by NK cells

(Ramsuran et al., 2018). Thus, beyond cancer, the therapeutic

blockade of NKG2A/HLA-E interaction by monalizumab may

be beneficial in patients with HIV disease, and in other conditions

that remain to be explored.
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André, P., Brunet, C., Guia, S., Gallais, H., Sampol, J., Vivier, E., and Dignat-

George, F. (1999). Differential regulation of killer cell Ig-like receptors and

CD94 lectin-like dimers on NK and T lymphocytes from HIV-1-infected individ-

uals. Eur. J. Immunol. 29, 1076–1085.

Baumeister, S.H., Freeman, G.J., Dranoff, G., and Sharpe, A.H. (2016). Coin-

hibitory pathways in immunotherapy for cancer. Annu. Rev. Immunol. 34,

539–573.

Benson, D.M., Jr., Hofmeister, C.C., Padmanabhan, S., Suvannasankha, A.,

Jagannath, S., Abonour, R., Bakan, C., Andre, P., Efebera, Y., Tiollier, J.,

et al. (2012). A phase 1 trial of the anti-KIR antibody IPH2101 in patients with

relapsed/refractory multiple myeloma. Blood 120, 4324–4333.

Bertone, S., Schiavetti, F., Bellomo, R., Vitale, C., Ponte, M., Moretta, L., and

Mingari, M.C. (1999). Transforming growth factor-beta-induced expression of

CD94/NKG2A inhibitory receptors in human T lymphocytes. Eur. J. Immunol.

29, 23–29.

Brady, J., Hayakawa, Y., Smyth, M.J., and Nutt, S.L. (2004). IL-21 induces the

functional maturation of murine NK cells. J. Immunol. 172, 2048–2058.

Braud, V.M., Aldemir, H., Breart, B., and Ferlin, W.G. (2003). Expression of

CD94-NKG2A inhibitory receptor is restricted to a subset of CD8+ T cells.

Trends Immunol. 24, 162–164.

Callahan, M.K., Postow, M.A., and Wolchok, J.D. (2016). Targeting T cell

co-receptors for cancer therapy. Immunity 44, 1069–1078.

Cartron, G., and Watier, H. (2017). Obinutuzumab: what is there to learn from

clinical trials? Blood 130, 581–589.

Cerwenka, A., and Lanier, L.L. (2018). Natural killers join the fight against can-

cer. Science 359, 1460–1461.

Charych, D.H., Hoch, U., Langowski, J.L., Lee, S.R., Addepalli, M.K., Kirk,

P.B., Sheng, D., Liu, X., Sims, P.W., VanderVeen, L.A., et al. (2016). NKTR-

214, an engineered cytokine with biased IL2 receptor binding, increased tumor

Cell 175, 1731–1743, December 13, 2018 1741

https://doi.org/10.1016/j.cell.2018.10.014


exposure, and marked efficacy in mouse tumor models. Clin. Cancer Res. 22,

680–690.

Charych, D., Khalili, S., Dixit, V., Kirk, P., Chang, T., Langowski, J., Rubas, W.,

Doberstein, S.K., Eldon, M., Hoch, U., and Zalevsky, J. (2017). Modeling the

receptor pharmacology, pharmacokinetics, and pharmacodynamics of

NKTR-214, a kinetically-controlled interleukin-2 (IL2) receptor agonist for can-

cer immunotherapy. PLoS ONE 12, e0179431.

Chiossone, L., Dumas, P.-Y., Vienne, M., and Vivier, E. (2018). Natural killer

cells and other innate lymphoid cells in cancer. Nat. Rev. Immunol. 18,

671–688.

Corrales, L., McWhirter, S.M., Dubensky, T.W., Jr., and Gajewski, T.F. (2016).

The host STING pathway at the interface of cancer and immunity. J. Clin.

Invest. 126, 2404–2411.
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SUMMARY

Analyzing the spatial organization of molecules in
cells and tissues is a cornerstone of biological
research and clinical practice. However, despite
enormous progress in molecular profiling of cellular
constituents, spatially mapping them remains a
disjointed and specialized machinery-intensive pro-
cess, relying on either light microscopy or direct
physical registration. Here, we demonstrate DNA mi-
croscopy, a distinct imaging modality for scalable,
optics-free mapping of relative biomolecule posi-
tions. In DNA microscopy of transcripts, transcript
molecules are tagged in situ with randomized nucle-
otides, labeling each molecule uniquely. A second
in situ reaction then amplifies the tagged molecules,
concatenates the resulting copies, and adds new
randomized nucleotides to uniquely label each
concatenation event. An algorithm decodes molecu-
lar proximities from these concatenated sequences
and infers physical images of the original transcripts
at cellular resolution with precise sequence informa-
tion. Because its imaging power derives entirely from
diffusive molecular dynamics, DNA microscopy con-
stitutes a chemically encoded microscopy system.

INTRODUCTION

The spatial organization of cells with unique gene expression

patterns within tissues is essential to their function and is at

the foundation of differentiation, specialization, and physiology

in higher organisms. For example, neurons of the CNS express

protocadherins and neurexins in highly diverse spatial patterns

across neural tissue that govern cells’ intrinsic states,

morphology, and synaptic connectivity (Lefebvre et al., 2012;

Schreiner et al., 2014). Spatial co-localization of B- and T-lym-

phocytes in the immune system that express diverse immune re-

ceptors—genetically distinct due to somaticmutations—permits

signaling feedback critical for immune clonal selection (Victora

and Nussenzweig, 2012). In the gut, epithelial, immune, endo-

crine, and neural cells are spatially distributed in specific ways

that impact how we sense and respond to the environment,

with implications for autoimmune disease, food allergies, and

cancer. In the tissue context of disease, cell microenvironments

may be critical for tumorigenesis (Herishanu et al., 2011; Joyce

and Fearon, 2015), immune surveillance and dysfunction, inva-

sion, and metastasis. In tumors in particular, genes with different

mutations are expressed in distinct cells, impacting tumorigen-

esis and leading to neoantigens presented to the immune sys-

tem (Schumacher and Schreiber, 2015).

Although imaging of cells and tissues has been a cornerstone

of biology ever since cells were discovered under the light micro-

scope centuries ago, advances in microscopy have to date

largely not incorporated the growing capability to make precise

measurements of genomic sequences. While microscopy illumi-

nates spatial detail, it does not capture genetic information un-

less it is performed in tandem with separate genetic assays.

Conversely, genomic and transcriptomic sequencing do not

inherently capture spatial details.

One strategy to bridge this gap by spatially quantifying genes

of known sequence is hybridization methods (Lubeck et al.,

2014; Chen et al., 2015; Moffitt et al., 2016). However, somatic

mutation, stochastic gene splicing, and other forms of single-

nucleotide variation that is not known a priori play a central

role in the function and pathology of spatially complex systems

(such as the nervous, immune, gastrointestinal, and tumor exam-

ples above). As a result, single-nucleotide sequencing and

microscopy must be fully integrated to ultimately understand

these systems. Recent approaches to do so rely on optical read-

outs that require elaborate experimental systems (Lee et al.,

2014), physical registration and capture of molecules on grids

(Junker et al., 2014; Ståhl et al., 2016), or an assumption of sim-

ilarity among multiple samples so that distinct experiments per-

formed on distinct specimens may be correlated (Satija et al.,

2015; Achim et al., 2015). These approaches closely mirror

the two ways in which microscopic images have been acquired

to date: either (1) detecting electromagnetic radiation (e.g.,
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photons or electrons) that has interacted with or been emitted by

a sample, or (2) interrogating known locations by physical con-

tact or ablation (e.g., dissection).

Here, we propose a distinct third modality for microscopy

which requires neither optics nor physical capture from known

coordinates but rather relies on image reconstruction from the

relative physical proximity of individual molecules (Figure 1)

and focuses on obtaining precise genetic information at high

spatial resolution. This principle, of determining coordinates

not in relation to an absolute coordinate system but instead in

relation to one another, has previously been used in other con-

texts. For example, in the theory of sensor localization distances

between points are explicitly measured and then their relative

positions are estimated from these distances (Aspnes et al.,

2006). Numerical work has further shown that such estimates

can be made using sparse and noisy measurements (Singer,

2008). Here, we build on and adapt the same theoretical concept

of ‘‘point-to-point communication’’ through biochemistry to

allow position reconstruction from co-localization data of bio-

molecules to demonstrate a novel form of microscopy, called

DNA microscopy. DNA microscopy reconstructs the positions

of molecules from the stochastic output of a stand-alone chem-

ical reaction. We confirm that DNA microscopy is able to resolve

the 2D physical dimensionality of a specimen, and then demon-

strate that it is able to accurately reconstruct a multicellular

ensemble de novo without optics or any prior knowledge of

how biological specimens are organized. Finally, we demon-

strate the ability of DNA microscopy to resolve and segment in-

dividual cells for transcriptional analysis.

RESULTS

Principle of DNAMicroscopy for Spatio-genetic Imaging
DNA microscopy generates images by first randomly tagging in-

dividual DNA or RNA molecules with DNA-molecular identifiers.

Each deposited DNA-molecular identifier then ‘‘communicates’’

Figure 1. DNA Microscopy

(A and B) Method steps. Cells are fixed and cDNA is synthesized for beacon and target transcripts with randomized nucleotides (UMIs), labeling each molecule

uniquely (A). In situ amplification of UMI-tagged cDNA directs the formation of concatemer products between beacon and target copies (B). The overhang-

primers responsible for concatenation further label each concatenation event uniquely with randomized nucleotides, generating unique event identifiers (UEIs).

(C and D) Paired-end sequencing generates readouts including a beacon-UMI, a target-UMI, the UEI that associates them, and the target gene insert (C). A bird’s-

eye view of the experiment (D) shows the manner in which the DNAmicroscopy reaction encodes spatial location. Diffusing and amplifying clouds of UMI-tagged

DNA overlap to extents that are determined by the proximity of their centers.

(E and F) UEIs between pairs of UMIs occur at frequencies determined by the degree of diffusion cloud overlap. These frequencies are read out by DNA

sequencing, and inserted into a UEI matrix (E) that is then used to infer original UMI positions (F).

See also Figures S1 and S2.
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with its neighbors through two parallel processes. The first pro-

cess broadcasts amplifying copies of DNA-molecular identifiers

to neighbors in its vicinity via diffusion. The second process

encodes the proximity between the centers of overlapping mo-

lecular diffusion clouds: DNA-molecular identifiers undergo

concatenation if they belong to diffusion clouds that overlap.

Finally, an algorithm infers from these association rates the rela-

tive positions of all original molecules.

DNAmicroscopy is premised on the notion that DNA can func-

tion as an imaging medium in a manner equivalent to light. In the

same way that light microscopy images molecules that interact

with photons (either due to diffraction or scattering or because

these molecules emit photons themselves) and encodes these

images in the wavelengths and directions of these photons,

DNA microscopy images molecules that interact with DNA

(including DNA, RNA, or molecules that have been tagged with

either DNA or RNA) and encodes these images in the DNA

sequence products of a chemical reaction.

With this analogy in mind, we can imagine superposing two

distinct physical processes: a fluorophore radially emitting pho-

tons at a specific fluorescence wavelength, and a DNAmolecule

with a specific sequence undergoing PCR amplification, and its

copies diffusing radially. Optical microscopes use lenses to

ensure that photons hitting a detector or the human eye will

retain some information regarding their point of origin, based

onwhere they hit. However, the ‘‘soup’’ of DNAmolecules gener-

ated in a DNA microscopy reaction does not afford this luxury.

We therefore need a different way to distinguish the identities

of point sources so that all data are encoded into the DNA itself.

To molecularly distinguish point sources we rely on unique

molecular identifiers, or UMIs (Kinde et al., 2011), consisting of

randomized bases that tag a molecule before any copy of it

has beenmade (Figure 1A). Because the diversity of UMIs scales

exponentially with their length, we have high confidence that

when one long UMI tags a molecule, no other molecule in the

rest of that sample has been tagged with that same long UMI.

We can now use overlap extension PCR to concatenate the

diffusing and amplifying copies of these UMIs (with any biolog-

ical DNA sequences they tag simply carried along). The rate at

which they concatenate will reflect the distance between their

points of origin.

However, once we sequence the final DNA products, we are

still left with the problem of how to quantitatively read out these

concatenation rates from DNA sequence alone. Using read-

abundances belonging to concatenated DNA products carries

serious drawbacks. For example, trace cross-contamination be-

tween samples could easily introduce artifactual UMI-UMI asso-

ciations, and biases in downstream DNA library preparation

could heavily distort association frequencies. Most serious,

however, is PCR chimerization: any ex situ amplification of the

DNA library would necessarily introduce template-switching at

some rate that would corrupt the data.

We reasoned that if the overlap extension primers contained

randomized bases that did not participate in priming themselves,

then although each priming event would result in replacement of

this randomized sequence, each overlap extension event would

fix the new bases in between the now-concatenated sequences

(Figure 1B). The concatenated sequences would then carry

these randomized bases forward, intact, as they amplified.

These bases would from then on be a unique record of that indi-

vidual concatenation event. We called these new concatenated

randomized sequences unique event identifiers, or UEIs, and

used them to encode molecular positions into the DNA micro-

scopy reaction.

Experimental Assay for DNA Microscopy to Encode
Relative Positions of Molecules in Cells
To demonstrate DNA microscopy, we aimed to image tran-

scripts belonging to a mixed population of two co-cultured

human cell lines, GFP-expressing MDA-MB-231 cells and

RFP-expressing BT-549 cells. As an initial proof of concept,

we aimed to recover images that appear cell-like and where

GFP and RFP transcripts are positioned in mutually exclusive

cells, whereas GAPDH and ACTB, expressed in both cell lines,

are ubiquitous.

In the first step of the experiment, we tag cDNA synthesized

in situ with UMIs. We designed reaction chambers to both

grow cells and perform all reactions (Figures S1A–S1C; STAR

Methods). We cultured the cells, and, following fixation and per-

meabilization, synthesized cDNA by reverse transcription from

GFP, RFP, GAPDH, and ACTB gene transcripts (Tables S1 and

S2), with primers tagged with 29-nt long UMIs (Figures 1A and

S1D). Notably, we designed the reaction to distinguish two types

of UMI-tagged cDNA molecules: ‘‘beacons,’’ synthesized from

ACTB (chosen as a universally expressed gene whose sequence

would not be analyzed in later stages), and ‘‘targets’’ (everything

else). We achieved this distinction between beacon and target

amplicons by the artificial sequence-adapters assigned to the

primers annealing to each.

In the second step of the experiment, we allow beacon-cDNA

and target-cDNA molecules, along with the UMIs that tag them,

to amplify, diffuse, and concatenate in situ in a manner that

generates a new UEI distinct for each concatenation event

(Figures 1B and S1D) through overlap-extension PCR (Turchani-

nova et al., 2013). By design, target amplicon-products will

only concatenate to beacon amplicon-products, thereby pre-

venting self-reaction. The middle of each overlap-extension

primer includes 10 randomized nucleotides, such that each

new concatenation event generates a new 20-nt UEI. Paired-

end sequencing of the final concatenated products generates

reads each containing a beacon UMI, a target UMI, and a UEI

associating them (Figure 1C).

The key to DNAmicroscopy is that because UEI formation is a

second order reaction involving two UMI-tagged PCR ampli-

cons, UEI counts are driven by the co-localization of UMI con-

centrations, and thus contain information on the proximity

between the physical points at which each UMI began to amplify

(Figure 1D). In particular, as UMI-tagged cDNA amplifies and dif-

fuses in the form of clouds of clonal sequences that overlap to

varying extents, the degree of overlap (Figure 1D, circle intersec-

tion)—and thus the probability of concatenation and UEI forma-

tion—depends on the proximity of the original (un-amplified)

cDNA molecules (Figure 1D, small dark circles). UMI-diffusion

clouds with greater overlap generate more concatemers or

UEIs, whereas those clouds with less overlap generate fewer

UEIs. Although individual diffusion cloudsmay differ in form, their
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collective statistical properties will nevertheless allow for original

UMI coordinates to be inferred by consensus, given the

constraint that positions must occupy the low (two- or three-)

dimensionality of physical space.

To obtain reliable estimates of UEIs between every pair of

UMIs, we must address sources of noise, such as sequencing

error. We cluster beacon-UMIs, target-UMIs, and UEIs by sepa-

rately identifying ‘‘peaks’’ in read-abundances using a log-linear

time clustering algorithm (Figure S2A; STAR Methods) in a

manner analogous to watershed image segmentation, but in

the space of sequences. For target UMIs, this allows us to aggre-

gate biological gene sequences originating from single target

molecules and achieve low error rates (0.1%–0.3%/bp across

�100 bp) by taking a consensus of the associated reads (Fig-

ure S2B). We then assign each identified UEI a single consensus

beacon-UMI/target-UMI pair based on read-number plurality,

and prune the data (by eliminating UMIs associating with only

one UEI) to form a sparse matrix whose elements contain integer

counts of UEIs pairing each beacon-UMI (matrix rows) and each

target-UMI (matrix columns) (Figure 1E; STAR Methods). The re-

sulting UEI matrices, containing on the order of 105�106 total

UMIs among which we estimate <1/1,000 false-positives, have

on average �10 UEIs per UMI (Figure S3; Tables S3 and S4)

and form the datasets upon which we built an engine for image

inference.

A Two-Part Computational Strategy to Infer DNA
Microscopy Images
Next, we developed an algorithmic approach to use UEI preva-

lence to infer UMI proximity and reconstruct an image of the orig-

inal sample and its transcripts (Figure 1F). We follow a two-step

approach. We first partitioned the data into smaller subsets to

gauge how well local information between UMIs had been en-

coded into the UEI matrix. This entailed applying spectral graph

theory (in a manner agnostic to the physics of the experiment) to

the problem of cutting the datamatrix into highly connected sub-

matrices, allowing us to both analyze and visualize local struc-

ture and dimensionality. We then devise a more general solution

to achieve DNA microscopy inference over large length scales.

To do this, we constructed a physical model that used our pre-

liminary linear analysis of the data matrix to constrain a non-

linear maximization of the probability of observing the DNA

microscopy data given underlying molecular coordinates.

A ‘‘Zoom’’ Function Infers Local Spatial Encodings from
UEI Matrices
We first appreciate that if the UEI matrix had successfully en-

coded relative UMI coordinates, these coordinates would be re-

flected in the rows and columns of the matrix. The matrix rows

and columns would span a space having a dimensionality

scaling with the total number of UMIs. However, if they encoded

UMI coordinates within a sample, they would collectively sweep

out a curve of far smaller dimensionality, only equal to the phys-

ical dimensionality of the sample.

As a toy example, consider a comparison between three sys-

tems in which a single target UMI (‘‘2’’) is in each of three posi-

tions in one dimension relative to two beacon UMIs (‘‘1’’ and

‘‘3’’) with which it forms UEIs (Figure 2A). The target UMI begins

closest to one of the two beacon UMIs, and as a result, its diffu-

sion cloud overlaps most with that beacon UMI’s diffusion cloud.

Thus, its reaction rate with that beacon UMI is relatively higher

(Figure 2B) and results in a correspondingly larger number of

UEIs (Figure 2C). If the target UMI is further away, the balance

of overlaps between diffusion clouds changes. Indeed, plotting

expected UEI matrix elements for the target UMI on two axes,

we see that its trajectory remains one-dimensional (Figure 2D).

Extending to a large population of target UMIs across many

positions, these new target UMIs, just like the target UMI in the

toy example, also interact with the same two beacon UMIs.

Therefore, we can also plot them on the same two axes, and

wherever they land, we could expect them to scatter around

the same one-dimensional manifold followed by the target UMI

of the original example. It is important to note that although the

variation of points across these axes may in fact all be equiva-

lent, inspection of their axial projections allows visualization of

their underlying dimensionality.

In any real dataset, UEI count is affected not only by position

but also by additional variables (such as amplification biases

and diffusion rates), each potentially adding to the data’s total

dimensionality. However, these sources of variation would be

suppressed along the principal dimensions of a UEI matrix so

long as their effect on neighboring UMIs is not systematically

correlated.

To identify the principal dimensions of the UEI matrix, we can

analyze the graph of UMI vertices andweighted UEI count edges

by constructing a Graph Laplacian matrix from the raw UEI ma-

trix (with its diagonal elements set so that each row sums to

zero). The Graph Laplacian eigenvectors with the smallest-

magnitude eigenvalues would visualize the most systematic

forms of variation in the DNA microscopy data (STAR Methods)

and illuminate the low-dimensional manifold, if any, it occupied.

However, even a low-dimensional manifold could be folded in

complex ways in the high-dimensional space formed by a full

UEI matrix, making it difficult to analyze the manifold’s shape

over large distances, especially in areas of the manifold that

are sparsely populated. Analyzing the UEI matrix manifold there-

fore first requires analyzing UMI subsets corresponding to local

regions of the original sample. We return to global relations in

subsequent sections.

To perform this local investigation, we developed a ‘‘zoom’’

function for DNA microscopy data by applying a recursive

graph-cut algorithm, identifying putative cuts by using the spec-

tral approximation to the cut of minimum-conductance (Shi and

Malik, 2000) (STAR Methods). This criterion separates sub-sets

of UMIs exhibiting small UEI-flux relative to the number of

UMIs they comprised. The algorithm first finds the sparsest cut

to the entire dataset, then the sparsest cuts to the resulting

halves, and so on until a further sparse cut cannot be made

(STAR Methods). We then visualize each of these sub-regions

by the eigenvectors corresponding to the smallest-magnitude

eigenvalues of their UEI-Graph Laplacian sub-matrix.

Successful Inference of Local Structure Identifies Cell-
like Structures with Specific Marker Expression
Strikingly, and consistent with our theoretical reasoning,

although the UMIs in these sub-sets fully spanned at least all
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Figure 2. Encoding and Decoding Molecular Localization with DNA Microscopy

(A–D) Expected behavior of UEI counts. Diffusion profiles with length scale Ldiff belonging to different amplifying UMIs overlap to degrees that depend on the

distance between their points of origin (A). Greater overlaps between diffusion profiles result in larger reaction rates (B), which in turn result in higher UEI formation

frequencies (C). Because UEI counts are therefore proper functions of position, as a UMI relocates, it sweeps out a curve along the UEI count axes equal to the

dimensionality of space it occupies (D).

(E–H) Data segmentation permits individual sets of 104 strongly interacting UMIs to be visualized independently. The top three non-trivial eigenvectors for the

largest data segments of samples 1 (E and F) and 2 (G and H) are shown, along with a different, magnified view of the same plot. Transcripts are colored by

sequence identity: gray, ACTB (beacons); white, GAPDH; green, GFP; red, RFP.

(I and J) Quantitative assessment of manifold dimensionality. PCA spectra from local (black) or averaged-local (cyan) covariance matrices formed from the global

UEI matrix eigenvector-coordinates of UMIs in samples 1 (I) and 2 (J). Covariance matrices were constructed for each UMI forming UEIs with at least 100 other

UMIs, using the first 100 eigenvector coordinates belonging to these associating UMIs alone.

(K and L) Average coupling frequencies for each beaconwith different target amplicons in samples 1 (K) and 2 (L). A coupling frequency between amplicon types k

and l is defined as the average across all beaconUMIs i of the product pikpil, where pik =
P

j˛Sik

nij=
P

i0
ni0 j . Here, nij is the number of UEIs associating beaconUMI iwith

target UMI j, and Sik is the set of all target UMIs of amplicon type k associating with beacon UMI i.

See also Figure S3 and Tables S1, S3, and S4.
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three eigenvector dimensions, the manifolds swept out by the

UMIs appeared only two-dimensional when represented in

three-dimensional scatterplots (Figures 2E–2H).We further quan-

tified the UEI data manifold’s local dimensionality by performing

principal-component analysis (PCA) on the spread of UMIs form-

ing UEIs with each individual UMI (Figures 2I and 2J; STAR

Methods). When highly connectedUMIs (associatingwith at least

100 other UMIs) were analyzed individually over the first 100 ei-

genvectors of the UEI-Graph Laplacian matrix, their coordinate-

covariance matrix eigenvalues decayed quickly. However, when

their covariance matrices were averaged, the eigenvalues of the

resulting matrix decayed slowly. These observations confirmed

a low dimensionality of the UEI data manifold, consistent with

neighborhoods of UMIs with low spatial dimensionality having

been successfully encoded into the UEI data matrix.

The two-dimensional manifolds exhibited clusters of UMIs

with indications of cellular resolution, by recapitulating the ge-

netic composition of the cell lines used in the experiment: a

pervasive distribution of the constitutively expressed ACTB

and GAPDH sequences, but a mutual exclusion between GFP

and RFP (Figures 2E–2H). Even on average across the dataset,

UEIs formed 3 to 5 times more frequently via an intermediary

beacon UMI between two GFP or RFP target UMIs and GAPDH

target UMIs than between GFP and RFP (Figures 2K and 2L).

Thus, an observer unaware of the spatial dimensionality of the

specimen or that cells even existed could discover both by

analyzing the DNA microscopy sequencing data alone.

Together, these two observations confirmed both cellular and

local supra-cellular resolution in DNA microscopy.

Inference of Global Molecular Positions from DNA
Microscopy Data
Next, we expanded our inference beyond the local scope of a

few thousands of proximal transcript molecules, by developing

a framework for evaluating the likelihood of a global position-es-

timate solution.

We reasoned that each UEI’s occurrence is analogous to a

‘‘coin-toss’’ experiment performed on every UMI-pair, with

each pair’s ‘‘occurrence’’ probability proportional to the corre-

sponding reaction rate (Figure 3A; STARMethods). We modeled

the reaction rate between a beacon UMI and a target UMI as an

isotropic Gaussian function of the distance separating them.

Because, like in a coin-toss experiment, the probability of

observing a given dataset is contingent on the probabilities

of all possible outcomes together, our diffusion model of a

Gaussian ‘‘point-spread function’’ imposed constraints on the

probabilities of UMIs in aggregate, not on each UMI individually.

In this probability function, UEIs in DNA microscopy act in the

same manner as photons do in optical super-resolution localiza-

tionmicroscopy (Hell, 2009): both narrow apoint-spread function

governed by a physical length scale (wavelength in the case of

light, diffusion distance in the case of DNA) as they accrue by

dividing that length scale by the square-root of their total number

(Figures 3B and 3C; STAR Methods). In real datasets, UEIs in-

crease progressively with increasing read depth, whereas UMIs

saturatemore quickly (Figures 3Dand 3E). In thisway, readdepth

in DNA microscopy constitutes a dial to increase the number of

UEIs per UMI, enhancing an image’s resolution.

Unlike its optical counterpart, however, DNA microscopy

resolves a molecule’s position by orienting it relative to other

molecules, and its uncertainty is therefore a function of these re-

lationships. A relationship between two UMIs may come in two

forms: those that are direct and involve UEIs linking them, and in-

direct relationships that occur via intermediaries. The latter

emerges in the structure of the data, but will not strongly influ-

ence UMI positions if these positions are optimized indepen-

dently. This may be seen in the logarithm of the UEI-count

probability function (Figure 3F). This log-probability is the sum

of two components (Figure 3F, top): (1) a sum of squared-differ-

ences between positions, weighted by individual UEI counts,

and (2) a function of total UEI counts and total expected reaction

rates (that are themselves functions of UMI positions) across the

entire dataset. In order to still calculate the log-probability as a

whole in a way that scales linearly with data size, we imple-

mented the fast Gauss Transform (Greengard and Strain, 1991)

(Figures S4A and S4B).

If each UMI’s position is updated independently to maximize

this log-probability function, it will experience two forces,

corresponding to the function’s two added components: the first

pulls together UMIs that have directly formed UEIs between

them, and the second repels all UMIs from all other UMIs.

The likelihood of the position-solution is maximized when these

two forces balance. During the maximization’s update-process,

the only way in which an indirect relationship between UMIs will

influence their position-solution is if intermediary UMIs that

directly form UEIs with them separately have already changed

position.

To ensure that large length scale optimization captures these

indirect UMI relationships encoded in the data, we developed a

new maximum likelihood framework, which we called spectral

maximum likelihood estimation or sMLE, to generate global rep-

resentations of the DNA microscopy data. First, we note that

because maximizing the first component of the log-probability

entails minimizing the magnitude of the sum of squared-differ-

ences, it can be individually solved by identifying the smallest-

magnitude eigenvalue/eigenvector pairs of the UEI Graph

Laplacian introduced earlier (Figure 3F, bottom; STARMethods).

Each eigenvector represents a distinct way in which UMIs can be

globally rearranged to suit orientation requirements expressed

by the sum of squared-differences between local points. The

eigenvector with the smallest-magnitude eigenvalue represents

the best arrangement, the second smallest-magnitude eigen-

value the second best, and so on. Critically, these eigenvectors

are not themselves solutions to the global maximum likelihood

problem for a DNA microscopy dataset: they are local and linear

solutions, and will individually exhibit all of the distortions

observed in Figures 2E–2H.

However, we reasoned that because sums of eigenvector

solutions to the local linear problem would produce solutions

that would also satisfy local constraints, sum-coefficients of

these eigenvectors could act as variables in a larger-scale

non-linear likelihood maximization. By seeding a solution with

the two eigenvectors corresponding to the smallest-magnitude

eigenvalues, optimizing their coefficients, then incorporating

successive eigenvectors and repeating, we could find global

solutions that were also well-constrained locally. These sMLE
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solutions showed strong advantages in simple simulations over

maximizing the likelihood while treating every UMI indepen-

dently, especially when UEI counts were limiting (Figure 3G).

This effect remained present even when the simulated the form

of the diffusion profiles deviated from our Gaussian model

(Figure S4C).

DNA Microscopy Correctly Recapitulates Optical
Microscopy Data
We next sought to apply the sMLE inference framework to deter-

mine whether DNA microscopy could resolve supra-cellular

coordinates compared to optical microscopy. To this end, we

constructed reaction chambers with glass slides (Figures S1B

and S1C) and plated GFP- and RFP-expressing cells in a highly

localized pattern within the chamber (Figure S1C). We then

imaged GFP- and RFP-expression in cells across the entire

area of the reaction chamber using an epifluorescence micro-

scope before the DNA microscopy reaction (Figures 4A and

4B), sequenced the resulting DNA library to saturation (Fig-

ure 4C), and applied the sMLE inference algorithm.

Strikingly, the resulting image recapitulates optical micro-

scopy data without systematic distortion (Figure 4D), and reca-

pitulates both the shape of the cell population boundary as

well as the distribution of GFP- and RFP-expressing cells within

Figure 3. Image Inference from DNA Microscopy Data

(A) Modeling diffusion of amplifying UMIs as isotropic across length scale Ldiff allows the likelihood of a UMI-position solution to be evaluated given observed UEI

counts.

(B and C) Uncertainty in DNA (B) versus optical super-resolution (C) microscopy. Given its reacting partners’ positions, DNA microscopy (left) defines a UMI’s

uncertainty as a physical length scale (DNA diffusion distance, Ldiff) divided by the square-root of the number of individual quanta measured (UEIs) in a manner

analogous to quanta (photons) in super-resolution microscopy (right).

(D and E) Rarefaction of UMI and UEI data. Shown are curves with an upper-bound, indicating total UMI/UEI counts, and a lower-bound, indicating those from the

final pruned UEI matrix, for samples 1 (D) and 2 (E).

(F) The sMLE algorithm uses eigenvector solutions to part of the position-probability function to identify a linear basis for the solution to the full likelihood function.

(G) sMLE enhances performance in free-diffusion simulation tests. From left: original image, results frompoint-MLE on simulated images with 100 or 10UEIs/UMI,

and from sMLE with 10 UEIs/UMI.

See also Figures S3 and S4.
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it. Importantly, the inferred image preserves the correct aspect

ratio: the individual axes only needed to be rotated and reflected,

but did not need to be independently re-scaled. This demon-

strated that DNA microscopy is capable of generating accurate

physical images of cell populations.

Large-Length-Scale Optimization and the Folded
Manifold Problem
We applied DNA microscopy to optimization at larger length

scales. Applying sMLE inference to the original data from several

hundred cells used to generate the original eigenvector repre-

sentations (Figure 2) gave images that reproduced the individual

cell compositions of the earlier visualizations (Figure 5). These

large-scale optimizations were also robust to data down-sam-

pling (Figure S5).

However, the reconstructed images exhibited ‘‘folding’’ that

indicated how the process of projecting large and curved high-

dimensional manifolds onto two-dimensional planes was vulner-

able to distortions. The causes for this ‘‘manifold folding’’

problem are illustrated by how low-dimensional manifolds

come into being within a high-dimensional UEI data matrix (Fig-

ures 2A–2D). The eigenvector calculation (Figure 3F) involves

identifying hyperplanes that can be drawn through these low-

dimensional manifolds that maximally account for variation in

the UEI data. It does this in a manner similar to linear regression,

balancing the advantage of fitting certain parts of the data with

the costs of not fitting other parts of the data.

Figure 4. Accurate Reconstruction by DNA

Microscopy of Fluorescence Microscopy

Data

(A and B) Optical imaging of co-cultured cells.

(A) Full reaction chamber view of co-cultured GFP-

and RFP-expressing cells (scale bar, 500 um).

(B) Zoomed view of the same cell population (scale

bar, 100 um).

(C and D) DNA microscopy of co-cultured cells.

(C) Rarefaction of UMIs and UEIs with increasing

read-sampling depth.

(D) sMLE inference applied to DNAmicroscopy data,

reflected/rotated and rescaled for visual comparison

with photograph. Transcripts, sequenced to 98 bp,

are colored by sequence identity: gray, ACTB (bea-

cons); white, GAPDH; green, GFP; red, RFP. Grid-

line spacings: diffusion length scales (Ldiff), emerging

directly from the optimization (STAR Methods).

See also Figure S4 and Tables S1, S2, S3, and S4.

This balancing can yield errors in several

ways. If a large number of UMIs in one part

of the dataset rotate the top calculated ei-

genvectors (with the smallest-magnitude

eigenvalues) away from UMIs in a different

part of the dataset, then projecting the

global dataset onto these eigenvectors

will cause these neglected UMIs to fold

on top of one another. This will produce

the type of ‘‘folding’’ artifact observed for

large-scale optimization (Figure 5). If we

avoid eigenvector calculation entirely and optimize each UMI’s

position independently (Figures S6A and S6B) we avoid such

defects, but obtain close-packed images, as predicted by simu-

lation (Figure 3G), that do not preserve empty space. This

highlights the distinct nature of DNA microscopy’s imaging

capabilities compared to light microscopy’s: while in light micro-

scopy density is the key challenge, in DNAmicroscopy it is spar-

sity that can be challenging.

Cell Segmentation Can Be Performed on the UEI Matrix
Based on Diffusion Distance
We next analyzed the degree to which the UEI matrix could be

used to segment cells and analyze single-cell gene expression.

Importantly, up to this point, no step in the process—experi-

mental or computational—had knowledge that cells even exist.

To perform segmentation, we applied the same recursive

graph cut algorithm as used earlier (Figures 2E–2H) to generate

local eigenvector visualizations of the data. By increasing the

conductance-threshold dictating whether segments of the

data should be left intact, we assigned transcripts to putative

cells (Figures 6A, 6B, S6C, and S6D), again without regard to

transcript identity (i.e., GFP versus RFP). To quantify segmen-

tation quality, we calculated the probability that, within each

putative cell, the minority fluorescent gene transcript would

occur at or lower than its current value, given its prevalence

in the dataset. We found the median p value decayed rapidly,

over a range of conductance thresholds, to <10�10, with
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increased numbers of reads and of resolved cells analyzed

(Figures 6C and 6D).

This analysis remained agnostic to inferred molecular posi-

tions and demonstrated that modularity within the raw UEI

data matrix was sufficient to perform rough segmentation of in-

dividual cells. In order to observe the degree to which inferred

molecular positions could help improve cell segmentation, we

quantified, for each UEI-connected UMI pair belonging to the

same spectrally segmented cell, the fraction of their respective

position uncertainties that overlapped (STAR Methods). We

assigned this UMI overlap-fraction the symbol g, which could

vary between 0 and 1. We then separated sub-sets of UMIs

into distinct cells if no pair of UMIs connecting these sets had

a value of g of at least a specified threshold. We analyzed GFP

and RFP sequestration across cells with either the initial posi-

tion-independent segmentation (g = 0), or with fraction-overlap

threshold g = 0.75 or 0.9 (Figures 6E and 6F) using sMLE-inferred

UMI coordinates. Increasing the threshold g enhanced the

sequestration between GFP and RFP transcripts among cells,

demonstrating the usefulness of applying inferred positions to

the task of de novo cell segmentation.

Imaging Large Numbers of Different Transcripts in DNA
Microscopy
To demonstrate that DNA microscopy and its associated cell

segmentation could be extended to larger numbers of genes,

Figure 5. Inferred Large-Scale DNA Microscopy Images Preserve Cellular Resolution

(A–J) Inference using the sMLE global inference approach for sample 1 (A–E) and sample 2 (F–J), with each transcript type shown separately (A–D and F–I) or

together (E and J) (although inferences are performed on all transcripts simultaneously and are blinded to transcript identity). Grid-line spacings: diffusion length

scales (Ldiff), emerging directly from the optimization (STAR Methods).

See also Figures S4, S5, and S6 and Tables S1, S2, S3, S4, S5, and S6.
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we synthesized cDNA by reverse transcription from up to 20

additional genes that have been previously shown to be differen-

tially enriched (although not exclusively expressed) in MDA-MB-

231 and BT-549 cell lines (Klijn et al., 2015) (Tables S5 and S6;

STAR Methods). We performed global image inference (Figures

S6E and S6F) and applied our recursive graph-cutting cell

Figure 6. Segmentation of DNA Microscopy Data Recovers Cells De Novo

(A and B) Data segmentation recovers putative cells without a priori knowledge. Cell segmentation for samples 1 (A) and 2 (B) by recursive graph-cutting of the UEI

matrix is shown with a random color assigned to each inferred cell, qualifying if it contained at least 50 UMIs and had at least one transcript each of ACTB and

GAPDH. The minimum conductance threshold was set to 0.2. Surface height and color opacity scale with likelihood density, normalized to the maximum value

within each putative cell.

(C and D) Segmentation performance. The effects of cell segmentation for samples 1 (C) and 2 (D) with minimum conductance thresholds 0.14 (black), 0.2 (cyan),

and 0.26 (magenta) are shown on binomial p values quantifying segmentation fidelity (solid lines) and putative cell count (dotted lines).

(E and F) Inclusion of position information from sMLE inferences improves performance. Shown is the separation of fluorescent protein transgenes among

decreasing numbers of identifiable cells for samples 1 (E) and 2 (F), with GFP UMI fraction and RFP UMI fraction shown in green and red shades, respectively.

See also Figures S4 and S6 and Tables S1, S2, S3, and S4.
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segmentation algorithm (Figures S6G and S6H). Rarefaction

analysis demonstrated rapid saturation of UMI and UEI counts

(Figures S6I and S6J). Pearson correlations between the GFP-

fraction per spectrally segmented cell (out of total transgene

transcripts per cell) and fraction of endogenous genes expected

to be enriched in the GFP cell line (out of total endogenous gene

transcripts enriched in either cell line) gave r = 0.29–0.41 (n = 764

and 265) for two experiments, respectively (p value <10�6, per-

mutation test). This demonstrated that the transgenes labeling

these cell types retained information about cell-type-specific

endogenous expression, and that this information could be

read out from DNA microscopy data. Moreover, because DNA

microscopy measures full amplicon sequences, it can readily

distinguish transcript variants for example from two different al-

leles, such that each localized transcript is assigned to a specific

allele, without the need for any a priori known allele-specific

primers (Figures S6K and S6L).

To more directly compare between the DNA microscopy data

and bulk RNA profiling data for these genes, we classified each

putative cell in our dataset as MDA-MB-231 if it had more GFP

UMIs than RFP UMIs, and as BT-549 otherwise, and then

compared these cell’s profiles to previously measured ones.

We found a good correlation between UMI counts and read

counts among endogenous genes for each putative cell type

individually (Spearman rs = 0.54–0.64, Figures S6M and S6N),

further matching DNA microscopy quantitation with bulk RNA

sequencing (RNA-seq) data. The data further provided the op-

portunity to analyze the contribution of gene insert size to

average UEI formation distance. In the context of the DNAmicro-

scopy experiment and over the range of gene insert sizes

measured (200–300 bp), we observed this effect to be minimal

(Figures S6O–S6R).

DISCUSSION

The fundamental advance of DNA microscopy is to physically

image biological specimens using an unstructured and stand-

alone chemical reaction without optical information, making it a

distinct microscopic imaging modality. We have drawn a close

technological analogy between DNAmicroscopy and optical su-

per-resolution microscopy: both take advantage of stochastic

physics to reduce measurement uncertainty beyond what may

seem superficially to be a physically imposed limit.

However, the two differ in several fundamental ways and as a

result are highly complementary. Optical super-resolutionmicro-

scopy relies on the quantum mechanics of fluorescent energy

decay. DNA microscopy, however, relies entirely on thermody-

namic entropy. The moment we tag biomolecules with UMIs in

the DNA microscopy protocol, the sample gains spatially strati-

fied and chemically distinguishable DNA point sources. This

tagging process thereby introduces a spatial chemical gradient

across the sample that did not previously exist. Once these point

sources begin to amplify by PCR and diffuse, this spatial gradient

begins to disappear. This entropic homogenization of the sample

is what enables different UMI diffusion clouds to interact and

UEIs to form. It is therefore this increase in the system’s entropy

that most directly drives the DNA microscopy reaction to record

meaningful information about a specimen, including both the

UMI coordinates and differences in spatial impedances that

each UMI diffusion cloud experiences as it evolves.

Detection of these spatial barriers, achieved by comparing

UEI formation rates at different length scales, is central to cell

segmentation in DNA microscopy and offers an important

distinct tool for analyzing biological morphology. The use of a

low-pass spectral filter to perform cellular segmentation from

UEI data matrices further clarifies the parallels between DNA

microscopy and light microscopy, in which low-pass filters

permit morphology to be inferred from high-variance pixel

intensities.

However, one key weakness of DNA microscopy remains the

resolution of empty space, and future work will be needed to

eliminate this obstacle to produce high-quality reconstructions

of samples over large lengths where there are gaps in molecular

density. There are two potential solutions to this problem: an

experimental one and an analytical one. First, a ‘‘landmark’’-

based experimental approach, in which specific DNA sequences

are deposited at known physical locations to assist in the image

reconstruction process, may ultimately prove the most cost-

effective way to achieve this. Second, better analytical tech-

niques to correct for large length scale distortions may prove

equally effective, without complicating the experiment itself.

DNA microscopy offers a distinct form of optics-free imaging

that leverages the large economies of scale in DNA sequencing.

The technology does not require sacrificing spatial resolution for

sequence accuracy, because it benefits, rather than suffers,

from high signal density and it does not hinge on optical resolu-

tion of diffraction-limited ‘‘spots’’ in situ. By using chemistry itself

as its means of image acquisition, DNA microscopy decouples

spatial resolution from specimen penetration depth (otherwise

linked by the properties of electromagnetic radiation) and

thereby sidesteps a tradeoff imposed by the physics of wave

propagation. Furthermore, by virtue of capturing an image of a

sample through a volumetric chemical reaction, DNA micro-

scopy may provide an ideal avenue for three-dimensional imag-

ing of intact whole mount specimens.

Because DNAmicroscopy does not rely on specialized equip-

ment and can be performed in amulti-well format with normal lab

pipettes, it is highly scalable, such that a large number of sam-

ples can be processed in parallel. It is fully multiplex-compatible

(imaging any PCR template) and uses sequencing-depth as a

dial to enhance genetic detail, through the accrual of UMIs

(including those belonging to low-abundance transcripts, in a

manner equivalent to any traditional sequencing assay) and

spatial detail through the accrual of UEIs.

Moreover, because DNA microscopy reads out single-nucle-

otide variation in the biological DNA or RNA sequences it tar-

gets, it spatially resolves the astronomically large potential

variation that exists in somatic mutations, stochastic RNA

splicing, RNA editing, and similar forms of genetic diversity in

cell populations. We demonstrated that DNA microscopy

achieves this at high sequencing accuracy (99.7%–99.9%/bp)

over long read lengths (�100 bp) (Figures S2 and S6), such

that transcripts from different alleles are uniquely positioned,

without the need to know a priori the extent of genetic diversity.

In this way, DNA microscopy is a compelling approach to study

the tissue organization of cells such as lymphocytes, neurons,
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or mutated cancer cells, where somatic mutation, recombined

gene segments, and other sources of nucleotide-level variation

endow unique molecular identities with important physical

consequences.

Our development of a chemically encoded microscopy sys-

tem lays the foundation for new theoretical and experimental ap-

plications and extensions of the technology. Future experimental

and computational enhancements should better resolve large

length scales that include large spatial gaps between groups of

molecules. Furthermore, the UEI, by effectively functioning in

these experiments as a DNA analog of the photon, has illumi-

nated awider potential role for DNA as amedium for artificial pre-

cise biological recordings of chemical kinetics. Most directly, the

principle of DNA microscopy can be applied beyond the tran-

scriptome, for example directly to DNA sequences or to proteins

detected with DNA-labeled antibodies. Looking to the future, a

full exploration of individual and idiosyncratic biological spatial

structures by encoding them into DNA bases, instead of pixels,

as demonstrated here, may complement existing grid-capture

and wave-based imaging methods and reveal new and previ-

ously inaccessible layers of information.
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SUMMARY

The precise control of CRISPR-Cas9 activity is
required for a number of genome engineering tech-
nologies. Here, we report a generalizable platform
that provided the first synthetic small-molecule in-
hibitors of Streptococcus pyogenes Cas9 (SpCas9)
that weigh <500 Da and are cell permeable, revers-
ible, and stable under physiological conditions. We
developed a suite of high-throughput assays for
SpCas9 functions, including a primary screening
assay for SpCas9 binding to the protospacer adja-
cent motif, and used these assays to screen a struc-
turally diverse collection of natural-product-like
small molecules to ultimately identify compounds
that disrupt the SpCas9-DNA interaction. Using
these synthetic anti-CRISPR small molecules, we
demonstrated dose and temporal control of SpCas9
and catalytically impaired SpCas9 technologies,
including transcription activation, and identified a
pharmacophore for SpCas9 inhibition using struc-
ture-activity relationships. These studies establish a
platform for rapidly identifying synthetic, miniature,
cell-permeable, and reversible inhibitors against
both SpCas9 and next-generation CRISPR-associ-
ated nucleases.

INTRODUCTION

SpCas9 is a programmable RNA-guided DNA endonuclease

from S. pyogenes that has allowed the facile introduction of

genomic alterations. The complex of SpCas9 and guide RNA

(gRNA) recognizes a substrate sequence via a protospacer adja-

cent motif (PAM) and base-pairing of the target DNA with gRNA

(Chen and Doudna, 2017). The ease of targeting catalytically

impaired SpCas9 to any genomic locus has resulted in transfor-

mative technologies (Komor et al., 2016; Wang et al., 2016). For

example, the fusion of catalytically inactive SpCas9 (dCas9) to

transcriptional activators or repressors has enabled gene tran-

scription and repression; the fusion of catalytically impaired

SpCas9 to base-modifying enzymes has allowed base conver-

sion (e.g., C/T) at specific genomic sites, a dCas9‒GFP fusion

hasmade the imaging of genomic loci possible, and dCas9‒ace-

tyltransferases or deacetylases fusion has enabled epigenome

editing.

The need for precision control of both wild-type and engi-

neered SpCas9 over the dimensions of dose and time has

created a demand for inhibitory anti-CRISPR molecules (Nuñez

et al., 2016). SpCas9 is being developed as a gene therapy agent

for multiple pathologies, including HIV, muscular dystrophy, and

vision and hereditary disorders (Cox et al., 2015; Fellmann et al.,

2017). Dose and temporal controls, which are required of all ther-

apeutic agents, are particularly important for SpCas9, as off-

target effects, chromosomal translocations, and genotoxicity

are observed at elevated activity (Gangopadhyay et al., 2019).

Indeed, the timely and partial inhibition of SpCas9 selectively di-

minishes off-target editing events over on-target ones (Shin

et al., 2017). Furthermore, temporal control is important because

most delivery systems use constitutively active SpCas9, and this

activity must ideally be terminated following on-target editing

(Gangopadhyay et al., 2019).

SpCas9 inhibitors will be useful in several other contexts. First,

in germline editing, restricting SpCas9 activity to a narrow tem-

poral window is important, as persistent activity in dividing cells

contributes to mosaicism (Wang et al., 2013; Yen et al., 2014).

Timely SpCas9 degradation reduced mosaicism in non-human

primate embryos (Tu et al., 2017). Second, temporarily switching
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off gene drives that propagate lethal traits using a SpCas9 inhib-

itor (Champer et al., 2016; Esvelt et al., 2014; Gantz and Bier,

2016) will allow facile animal husbandry and population expan-

sion for field studies. Furthermore, dose and temporal control

of gene drives in a laboratory setting will allow precision popula-

tion control and propel our understanding of the limits of

this technology. Third, inhibiting SpCas9-mediated toxicity to

helper cells can enable the efficient packaging of SpCas9 in ad-

eno-associated viruses for delivery (Neve et al., 2005). Fourth,

SpCas9 inhibitors could help allay dual-use concerns, where

research that is designed to provide a benefit could be co-opted

to do harm, from a biosafety perspective in the use of SpCas9 in

disease modeling (Wegrzyn et al., 2017). Fifth, SpCas9 inhibitors

will propel the fundamental understanding of the biological func-

tions of endogenous SpCas9 and can apply immune-response-

based selection pressure on bacteria to evolve new CRISPR-

based systems. Finally, dCas9-based technologies, including

base editing, will benefit from dose and temporal control.

While several protein-based anti-CRISPR molecules have

been reported (Hynes et al., 2017; Pawluk et al., 2016a, 2016b;

Rauch et al., 2017; Shin et al., 2017), we focused on small mol-

ecules as they complement the protein-based anti-CRISPRs in

multiple ways. For example, small-molecule inhibitors can be

cell permeable, reversible, proteolytically stable, and non-immu-

nogenic, while protein-based anti-CRISPRs can be highly

potent, since they generally possess a greater number of

SpCas9 interaction sites. Unlike genetic methods used to ex-

press protein-based anti-CRISPRs, small-molecule inhibitors

exhibit fast kinetics, inhibiting enzymatic activity in as little as a

few minutes (Weiss et al., 2007) and allowing precise temporal

control. Small molecules can be synthesized on a large scale

at low cost, with little batch-to-batch variability. Unsurprisingly,

the pharmacological inhibition of intracellular proteins is usually

accomplished using small molecules. Unfortunately, the identifi-

cation of small-molecule inhibitors of SpCas9 is challenging for

multiple reasons. First, inhibitor identification requires robust,

orthogonal, sensitive, high-throughput, miniature, and inexpen-

sive SpCas9 assays, which are currently unavailable (Cox

et al., 2019). Second, SpCas9 is a single-turnover enzyme that

holds on to its substrate with picomolar affinity throughout the

biochemical reaction (Sternberg et al., 2014), adding to the chal-

lenge of developing such high-throughput assays. Third, the in-

hibition of SpCas9 activity requires the inactivation of two

nuclease domains. Fourth, SpCas9 possesses novel protein

folds, limiting the ability to leverage existing rational design ap-

proaches (Nishimasu et al., 2014). Finally, SpCas9 is a DNA-

binding protein, a class of targets that are often deemed chem-

ically intractable (Koehler, 2010).

Here, we describe a platform for the rapid identification and

validation of small-molecule inhibitors of SpCas9. We developed

a suite of high-throughput assays for SpCas9 activity, including

a fluorescence-polarization-based primary screening assay

for probing the SpCas9-PAM interaction. Using this primary

screening assay, we sampled a set of small-molecule libraries

derived from diversity-oriented synthesis (DOS) (Schreiber,

2000) to identify specific libraries enriched for screening hits. A

focused screen of the enriched libraries resulted in the identifica-

tion of BRD0539 as a SpCas9 inhibitor. We exhaustively vali-

dated the activity of BRD0539 in multiple biochemical and

cell-based assays and demonstrated target engagement by

BRD0539 in cells. Furthermore, BRD0539 is stable in human

plasma and reversibly inhibits SpCas9. Finally, we per-

formed structure-activity and stereochemistry-activity relation-

ship studies for BRD0539 to identify its inactive analogs and

the pharmacophore required for SpCas9 inhibition. These

studies lay the foundation for the rapid identification of cell-

permeable, reversible, synthetic anti-CRISPR molecules for

contemporary and emerging CRISPR-associated nucleases.

RESULTS

Development of High-Throughput Primary and
Secondary Assays
Primary Assay for SpCas9-PAM Binding

We focused on targeting the SpCas9-PAM interaction for several

reasons. Mutating the PAM binding site renders SpCas9 inactive

(Kleinstiver et al., 2015a), and disrupting PAM binding has been

exploited by numerous anti-CRISPR proteins. Furthermore,

SpCas9 has a low affinity for the PAM sequence that can be

effectively blocked by small molecules. We used fluorescence

polarization (FP) to monitor the interaction between SpCas9

and a fluorophore-labeled, PAM-containing, DNA oligonucleo-

tide. The binding of a small-sized PAM-rich DNA to amuch larger

SpCas9:gRNA complex lowers DNA’s tumbling rate, with a

concomitant increase in anisotropy (Figure 1A). However, the

low-affinity SpCas9-PAM interaction creates a challenge in

developing robust binding assays, as the interaction is not strong

enough to make a sustained, measurable change in the anisot-

ropy that is detectable over background. To overcome this chal-

lenge, we employed a DNA sequence bearingmultiple PAM sites

(henceforth called 12PAM-DNA) that should increase the associ-

ation between the DNA and the SpCas9 (Table S1). As expected,

the binding of SpCas9:gRNA to 12PAM-DNA resulted in a dose-

dependent increase in FP (Figure 1B). We confirmed the PAM

dependence of SpCas9:gRNA and 12PAM-DNA interactions in

competition experiments using unlabeled DNA sequences con-

taining a varying number of PAM sites. As expected, the

decrease in FP of 12PAM-DNA correlated with the density of

PAM sites on the competitor DNA (Figure 1C) as well as with

the concentration of the competitor DNA. Next, we used differ-

ential scanning fluorimetry (DSF), which detects ligand-induced

changes in protein stability. The melting temperature of the

SpCas9:gRNA complex increased with the number of PAM sites

in the DNA sequence (Figure 1D). Finally, using bio-layer inter-

ferometry (BLI) (Richardson et al., 2016), we confirmed the

increased affinity of SpCas9:gRNA for DNA sequences contain-

ing more PAM sites (Figure 1E; Table S1).

Secondary Assays for Cell-Based SpCas9 Activity

We developed several cell-based, orthogonal, and high-

throughput assays of SpCas9 activity using either gain or

loss of signal. Joung and co-workers previously reported a

U2OS.eGFP.PEST cell line in which eGFP knockout by SpCas9

led to a loss of fluorescence (Fu et al., 2013; Kleinstiver et al.,

2015a); in this cell line, the percentage of eGFP-negative cells

correlates with SpCas9 activity. Using automated imaging

and counting of eGFP-positive cells, we adapted this
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eGFP-disruption assay in a 96-well or 384-well format with a Zʹ =
0.9 or 0.8, respectively (Figures 1F and 1I; Figures S1A and S1D)

(Zhang et al., 1999). In a second fluorescence-based assay, we

used HEK293T cells expressing a single plasmid construct

(Cas9-mKate2-gRNA) encoding both SpCas9 and gRNA com-

ponents along with their red fluorescent protein target mKate2

(Figures 1G and S1B) (Moore et al., 2015). We quantified the

SpCas9-triggered loss of mKate signal using automated micro-

scopy, yielding an assay with Zʹ = 0.5 in a 96-well format (Figures

1I and S1D). These two assays, when deployed for inhibitor iden-

tification, are gain-of-signal assays that have a lower probability

of false positives. We complemented these assays with a loss-

of-signal, non-homologous end joining (NHEJ) assay in which

cells are transfected with two plasmids in an equimolar ratio:

one plasmid expressing out-of-frame eGFP downstream of

mCherry, with the two separated by a stop codon, and the other

plasmid expressing SpCas9 and a gRNA that can target the stop

codon linker, bringing the eGFP gene in-frame (Nguyen et al.,
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Figure 1. Development of a Screening Workflow for Identification of SpCas9 Inhibitors

(A) Schematic representation of the FP assay for monitoring SpCas9:gRNA and DNA binding.

(B) Dose-dependent increase in the FP signal upon binding of 12PAM-DNA to the SpCas9:gRNA complex. Error bars represent ±SD across technical replicates

(n = 3).

(C) Competition experiment demonstrating PAM-specific DNA-SpCas9:gRNA binding wherein 0‒12 PAM refers to unlabeled competitor DNA containing the

indicated number of PAM sequences. Unlabeled competitor DNA was used in two different ratios: 103 (250 nM) and 503 (1,250 nM). Error bars represent ±SD

across technical replicates (n = 3).

(D) Differential scanning fluorimetry (DSF) assay showing an increase in the thermal stability of the SpCas9:gRNA complex upon binding to DNA containing an

increasing number of PAM sequences. Error bars represent ±SD across technical replicates (n = 3).

(E) Representative BLI sensogram showing the interaction of SpCas9:gRNA with dsDNA containing a variable number of PAM sequences. Streptavidin sensors

were loaded with 300 nM biotin-dsDNA with a variable number of PAM sequences, and the interaction was followed by incubating with 200 nM SpCas9:gRNA

complex. Data are for one of the two replicates.

(F) Schematic representation of the eGFP-disruption assay involving the quantification of eGFP disruption by SpCas9 at 48 h post-nucleofection.

U2OS.eGFP.PEST cells were nucleofected with SpCas9 and gRNA plasmids followed by incubation for 48 h before imaging. Error bars represent ±SD across

technical replicates (n = 4).

(G) Quantification of mKate2-disruption assay in HEK293T cells. Cells were transfected with a plasmid encoding themKate2 reporter, SpCas9, and either a non-

targeting guide (CgRNA plasmid) or a targeting guide (T1gRNA plasmid). Cells transfected with the CgRNA plasmid showed a high number of mKate2-positive

cells, while cells transfected with the T1gRNA plasmid showed a significant reduction in the number of mKate2-positive cells 48 h after transfection. Error bars

represent ±SD across technical replicates (n = 4).

(H) Quantification of non-homologous end joining (NHEJ) assay in HEK293T cells. SpCas9-induced NHEJ was quantified by measuring mCherry and GFP

expression in HEK293T cells after 48 h. Cells were transfected with the reporter construct encoding either the mCherry-Stop codon (TAG)-GFP, SpCas9, and

gRNA or the reporter construct alone. GFP fluorescence observed in the cells transfected with only the reporter indicates the basal level of NHEJ. The GFP

fluorescence increases significantly in cells transfected with the reporter, SpCas9, and gRNA indicating an increase in NHEJ following dsDNA break by SpCas9.

Error bars represent ±SD across technical replicates (n = 4).

(I) Z0-factor values for cell-based secondary assays (eGFP disruption, mKate2 disruption, and NHEJ) in two different plate formats. Assays were performed in 16

technical replicates for 48 h.

See also Figure S1 and Table S1.
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2016). In this assay, SpCas9-mediated DNA cleavage induced

eGFP expression, affording an assay with a Zʹ = 0.4 in a 96-

well format (Figures 1H and 1I; Figures S1C and S1D). Unlike

the mKate2 assay, we can use mCherry expression in this assay

to normalize for transfection efficiency.

Small-Molecule Screening and Identification of
Enriched Libraries
Our initial primary screen focused on a 2,652-membered perfor-

mance-diverse compound collection (Wawer et al., 2014) con-

taining 2,240 small molecules from commercial libraries and

412 from DOS-derived libraries. All screening hits in this experi-

ment were DOS compounds (data not shown). Indeed, DOS

libraries of natural-product-like compounds have performed

well against microbial targets (Comer et al., 2014; Gerry and

Schreiber, 2018). However, screening all available 100,000

DOS compounds across 32 libraries would be inefficient, as

compounds within a single library are structurally similar and

may perform similarly in assays. Instead, we employed a compu-

tational approach to assemble 9,549 compounds, a DOS

‘‘informer set,’’ which maximally represented the structural di-

versity across all DOS compounds (Figure S1E). We screened

the DOS informer set using the FP assay (Figure 2A), employing

12PAM-DNA lacking a fluorophore as a positive control.

Screening hits, which lowered the FP signal by >3s compared

to the DMSO vehicle-control distribution, were grouped by li-

brary to assess the enrichment (Figure 2B; Table S2). Members

of the Pictet-Spengler, spirocyclic azetidine, and Povarov li-

braries (Comer et al., 2015; Gerard et al., 2012) yielded screening

hit rates >1%.

Biochemical and Cellular Validation of the Povarov
Scaffold
We chose not to pursue the spirocyclic azetidine library, as the

compounds lowered the FP of 12PAM-DNA in the absence of

SpCas9:gRNA, suggesting non-specificity (data not shown).

Screening additional members of the Pictet-Spengler and Po-

varov libraries using the FP assay and subsequent counterscre-

ening revealed that most Pictet-Spengler compounds, but not

Povarov compounds, exhibited significant fluorescent back-

ground, and the hits from the Pictet-Spengler library were also

cytotoxic (Figures 2C and S2A). As such, before embarking on

activity-guided structure optimization in cells, we decided to vali-

date the binding and inhibitory activity of the Povarov scaffold

using small molecules BRD7087 and BRD5779 and their

biotinylated analog BRD3539 (Figure S2B). BLI studies using

BRD3539 and the SpCas9:gRNA complex suggested a dissoci-

ation constant of 0.7 mM (Figures 2D and S2C). No detectable

binding was observed in the absence of the Povarov scaffold

or in the presence of a 10-fold excess of biotin (Figures S2D

and S2E). After confirming that BRD7087 was soluble up to

75 mM in PBS (Figures S2F and S2G), we used 19F NMR spec-

troscopy to validate the binding of BRD7087 to SpCas9:gRNA.

We observed a differential line broadening of the 19F signal

upon titration with SpCas9:gRNA (Figure 2E; Table S3; Fig-

ure S2H), with significant broadening occurring at protein con-

centrations as low as 0.75 mM (67-fold excess of BRD7087),

indicating tight binding. We confirmed that BRD7087 and

BRD5779 were non-cytotoxic (Figures S2I and S2J), demon-

strated dose-dependent inhibition of SpCas9 in the eGFP-

disruption assay (Figures 2F, S2K, and S2L), and found

BRD7087 to inhibit SpCas9 up to �44% at 10 mM without either

affecting eGFP expression (Figure S2M) or inducing notable

auto-fluorescence (Figure S2N). BRD7087 and BRD5779

showed a dose-dependent inhibition of SpCas9 in both the

mKate2 disruption (Figures S2O and S2P) and NHEJ assays

(Figure S2Q). Since BRD7087 and BRD5779 alter PAM binding,

they may inhibit technologies that use a catalytically impaired

SpCas9, including transcription activation and base editing.

The dose-dependent inhibition of dCas9-based transcription

activation of HBG1, but not of the control gene, was observed

using BRD7087 and BRD5779, attaining �60% inhibition of

transcriptional activation at 20 mM (Figures 2G and S2R). Both

compounds also inhibited C/T conversion of the EMX1 gene

using the SpCas9(A840H)-cytidine deaminase conjugate (BE3)

(Komor et al., 2017; Rees et al., 2017), with close to a 2-fold

reduction in C/T conversion at 20 mM (Figure S2S).

Cell-Based Activity-Guided Structure Optimization
Identifies BRD0539 as a SpCas9 Inhibitor
Upon biochemical and cellular validation of the Povarov scaffold,

we sought to improve the potencies of the identified SpCas9 in-

hibitors in mammalian cells. To this end, we tested 641 structural

analogs of BRD7087 (either synthesized or available from the

Broad Institute) at 15 mM in the cell-based eGFP-disruption

assay, and several compounds possessed greater potency

than BRD7087 (Figure 3A; Table S4). Our hit-triage workflow

involved prioritizing compounds based on the absence of cyto-

toxicity and the presence of dose-dependent inhibition in the

eGFP-disruption assay when SpCas9 was provided to the cells

as a ribonucleoprotein complex or as a plasmid. From these

studies, BRD0539 and BRD3433 emerged as top performers

with a 1.8-fold improvement in potency over BRD7087 in the

eGFP-disruption assay (Figures 3B‒3D and S3A) and an

apparent EC50 of 11 mM. To confirm that these SpCas9 inhibi-

tions were independent of the DNA repair mechanisms or the op-

tical readout, we employed a HiBiT assay (Schwinn et al., 2018).

While the eGFP-disruption assay is a fluorescence-based assay

involving error-prone DNA repair, the HiBiT assay involves

SpCas9-mediated homology-directed tagging of GAPDH with

a short peptide, which produces luminescence upon comple-

mentation with a subunit derived from nanoluciferase (Fig-

ure 3E). Both compounds exhibited dose-dependent inhibition

of SpCas9 in the HiBiT assay with BRD0539 being more active.

The inhibitory activity of BRD0539 was further confirmed using

fluorescent-activated sorting of eGFP cells (Figure S3B), real-

time monitoring of eGFP disruption (Supplementary Videos 1‒3

in https://doi.org/10.17632/jpxvnh3n2t.1), the surveyor assay,

and next-generation sequencing of the eGFP locus (Figures

S3C, 3F, S3D). We note that, while BRD0539 is cell permeable,

protein-based anti-CRISPRs (e.g., AcrIIA4) are not and require

delivery methods like nucleofection (Figure 3G). To demonstrate

the reversible inhibition of SpCas9 by BRD0539, we performed

eGFP-disruption experiments wherein cells were treated with

short pulses of BRD0539 followed by treatment with inhibitor-

free media. The cells with media swap at an earlier time point
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had lower levels of eGFP disruption, suggesting reversible inhibi-

tion by BRD0539 (Figure 3H). In contrast, the SpCas9 inhibition

by AcrIIA4 was irreversible (Figure 3H). We confirmed binding

of the identified compounds to SpCas9:gRNA using BLI (Figures

S3E and S3F) following the aforementioned protocol. BRD0539

exhibited a dose-dependent inhibition (apparent IC50 = 22 mM)

in an in vitro DNA cleavage assay, even when the concentration

of SpCas9 (5 nM) was much higher than typically present in cells

(Figures 3I and S3G). Finally, we confirmed that none of the com-

pounds were auto-fluorescent in cells, none were cytotoxic to

multiple cell lines or primary cells (Figures S3H‒S3J; Supple-

mentary Item 1 in https://doi.org/10.17632/jpxvnh3n2t.1), and

all the compounds were stable in human plasma (Figure 3J) (Di

et al., 2005).

Structure-Activity Relationship of BRD0539
To identify the pharmacophore of BRD0539, we examined the

activities of structural analogs that differed in R1 or R2 groups
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Figure 2. High-Throughput Screening and Identification of Inhibitor Scaffold
(A) Screening results of FP-based assay against 9,549 DOS compounds. Dots in yellow, blue, and green represent DMSO controls, small molecules, and

unlabeled 12PAM competitor, respectively.

(B) Hit-rate distribution across the DOS informer set in the FP-based primary assay.

(C) Screening and counterscreening results against the Povarov library. Dots in yellow and blue represent DMSO controls and small molecules, respectively.

BRD7087 is indicated in red.

(D) BLI measuring small-molecule binding with the SpCas9:gRNA complex. Streptavidin sensors were loaded with 1 mM of BRD3539, and the interaction was

followed by varying the SpCas9:gRNA complex from 0.15 to 1 mM. Global fitting of the response curves against ribonucleoprotein concentration provided the

dissociation constant (Figure S2C).

(E) Binding interaction of the BRD7087 and SpCas9:gRNA ribonucleoprotein complex probed via 19F NMR spectrometry. Line broadening in the 19F peak signal

indicates the association of BRD7087 with SpCas9.

(F) Dose-dependent inhibition of SpCas9 by BRD7087 in U2OS.eGFP.PEST cells. Compound was tested from 5 to 20 mM. U2OS.eGFP.PEST cells were nu-

cleofected with SpCas9- and gRNA-expressing plasmids and incubated with the compound at the indicated concentration for 24 h before imaging. Error bars

represent ±SD across technical replicates (n = 4). *p % 0.0001 for the small molecule at 20 mM compared to DMSO (unpaired t test, two-tailed)

(G) Dose-dependent inhibition of dSpCas9-based transcriptional activation of HBG1 in HEK293FT cells. Cells were transfected with dSpCas9,

MS2.p65.HSF1.GFP, and either RFP or HBG1 plasmids and were incubated in the presence of the small molecule at the indicated concentrations before

processing for RT-qPCR. The experiments were performed in three biological replicates, and each biological replicate was processed in six technical replicates.

The data represent mean ± SEM for technical replicates. *p % 0.0001 for the small molecule at 20 mM compared to DMSO (unpaired t test, two-tailed).

See also Figures S1 and S2, Tables S1 and S2, and Data S1.
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Figure 3. Identification and Validation of Small-Molecule Inhibitors of SpCas9

(A) Scatterplot of activity of BRD7087 analogs in the eGFP-disruption assay. U2OS.eGFP.PEST cells were nucleofected with SpCas9- and gRNA-expressing

plasmids and incubated with 15 mMof the compounds for 24 h before imaging. The top-right quadrant represents the compounds with an activity higher than that

of BRD7087 in both replicates.

(B) Chemical structures of inhibitors BRD0539 and BRD3433.

(C) Dose-dependent inhibition of SpCas9 by BRD0539 and BRD3433 in U2OS.eGFP.PEST cells with an EC50 of 11.5 and 9.3 mM, respectively. Inhibitors were

tested from 2.8 to 17.3 mM.U2OS.eGFP.PEST cells were nucleofected with either SpCas9 or preformedSpCas9:gRNA ribonucleoprotein complex and incubated

(legend continued on next page)

1072 Cell 177, 1067–1079, May 2, 2019



but not both (Figure 4A). Keeping R2 = a and varying R1 showed

that sulfonamides (1‒4) were more potent than amides (5‒7),

perhaps because a sulfonamide can accept two hydrogen bonds

while an amide can only accept one. Interestingly,minor changes

on R1 significantly altered the potencies—while 1, 2, or 3 have

similar bond connectivity except for the nature of the substituent

at the para-position, replacing the methyl group (1) with a fluoro

(2) or methoxy (3) group decreased the activity by 18% and

20%, respectively. Furthermore, altering the position of the

methyl group from para- (1) to meta- (4) resulted in a 47% reduc-

tion inactivity. Introducingheteroatomson the rings (5‒8) failed to

improve potency—the compound with R1 = 8 was virtually inac-

tive. Keeping R1 = 1 and varying R2 groups showed that alkynl

spacers (b or d) lowered the inhibitory activity, which was also

observed for an alkenyl moiety. Substituting the relatively small

2-fluoro- (a) with the larger 3-N,N-dimethyl-carbamoyl (c) group

also led to the loss of activity. We compared the activity of

BRD0539 at 12 different dose points in the eGFP-disruption

assay with that of BRD3497 and BRD9419, which have a

4-methyl-imidazole or a 2-keto-pyridyl group, respectively, in

place of the p-tolyl group in BRD0539. While BRD0539 showed

dose-dependent inhibitory activity, BRD3497 and BRD9419

barely inhibited SpCas9 (Figures 4B and 4C; Supplementary

Videos 4‒8 in https://doi.org/10.17632/jpxvnh3n2t.1). The lower

inhibitory activity of BRD3497 and BRD9419 was apparent in

the HiBiT assay, as well, where BRD0539 showed a greater

than 2-fold higher activity (Figure 4D).

In addition to the aforementioned structure-activity relation-

ship, we determined the stereochemical structure-activity rela-

tionship for BRD0539 by testing the activities of four stereoiso-

mers in the eGFP-disruption assay (Figures 4E and S4A).

Interestingly, among the four stereoisomers, BRD0539 with

RRR stereochemistry was the most potent, pointing to the spe-

cific nature of interactions between SpCas9 and BRD0539.

Finally, we also observed some structure-activity relationship

with BRD3433. Keeping R2 = a and systematically varying R1

showed that the size and nature of the R1 rings are important:

compounds with substituents containing a pyridine (1) or

phenyl ring (2,3) are more active than compounds with an imid-

azole ring (4 or 5), a cyclobutane ring (8), or a benzo[d][1,3]

dioxole ring (7) (Figure S4B). Furthermore, compounds with

aryl rings at R1 were better inhibitors than those with an aliphatic

ring—the compoundwith R1 = 8was virtually inactive. In contrast

to BRD0539, introducing a heteroatom on the ring improves the

potency (R1 = 1 versus R1 = 3). Finally, replacing the aryl ring with

bromine led to a drastic 78% reduction in activity.

Mechanism of Inhibition and Specificity of BRD0539
To determine whether BRD0539 disrupted the binding of gRNA

to SpCas9, we developed and utilized a FP assay for SpCas-

gRNA binding. We monitored the binding of fluorescein isothio-

cyanate-labeled (FITC)-crRNA:tracrRNA to SpCas9 using FP,

observing a sharp increase in the polarization signal upon the

addition of SpCas9 to the gRNA (Figure 5A). While the addition

of unlabeled competitor gRNA (1 equiv.) caused a drop in polar-

ization signal (Figure 5B), the addition of BRD0539 did not per-

turb the polarization signal, suggesting that BRD0539 does not

interfere with the SpCas9:gRNA interaction (Figure 5C).

Next, we examined whether BRD0539 disrupted the interac-

tions of SpCas9 with DNA using DSF. Briefly, the melting curves

of SpCas9 lacking the gRNA (apo-SpCas9) suggested the pres-

ence of a DNA-bound state upon the addition of DNA with

with the inhibitors at the indicated concentrations for 24 h before imaging. Error bars represent ±SD across technical replicates (n = 3). *p% 0.0001 for both small

molecules at 15 mM compared to DMSO (unpaired t test, two-tailed).

(D) Representative images of the eGFP-disruption assay. U2OS.eGFP.PEST cells were nucleofected with either SpCas9 alone (untreated) or preformed

SpCas9:gRNA ribonucleoprotein complex and were treated with the vehicle alone or inhibitors BRD0539 and BRD3433 at 15 mM for 24 h. Left and right panels

represent DAPI and GFP channels, respectively.

(E) Dose-dependent inhibition of SpCas9 by BRD0539 and BRD3433 in the HiBiT assay. Inhibitors were tested from 6 to 20 mM. U2OS.eGFP.PEST cells were

nucleofected with SpCas9- and gRNA-expressing plasmids along with the single-stranded oligodeoxynucleotides (ssODN) containing the HiBiT tag. The cells

were incubated with the inhibitors at the indicated concentrations for 24 h before cell lysis and luminescence measurement. Error bars represent ±SD across

technical replicates (n = 2).

(F) Next-generation sequencing analysis of eGFP indicating the dose and time-dependent inhibition of SpCas9 by BRD0539 in U2OS.eGFP.PEST cells. Cells

were nucleofected with either SpCas9 or preformed SpCas9:gRNA ribonucleoprotein complex targeting the eGFP gene and were incubated with BRD0539 at the

indicated concentrations for 10 and 18 h before harvesting the genomic DNA. Error bars represent ±SD across technical replicates (n = 2) of two biological

replicates.

(G) Cellular impermeability of the anti-CRISPR protein AcrIIA4 assessed by lack of SpCas9 inhibition in the eGFP-disruption assay when AcrIIA4 is incubated in

the media. As a positive control for AcrIIA4 activity, the cells were nucleofected with SpCas9:gRNA:AcrIIA4 and incubated for 48 h before imaging. To assess cell

permeability, the cells were nucleofected either with SpCas9 or SpCas9:gRNA ribonucleoprotein complex followed by incubation with AcrIIA4 in the media. Error

bars represent ±SD across technical replicates (n = 4).

(H) Reversibility of BRD0539- or AcrIIA4-mediated inhibition of SpCas9 in U2OS.eGFP.PEST cells in the eGFP-disruption assay. Cells were nucleofected with

either SpCas9 or a preformed SpCas9:gRNA ribonucleoprotein complex or the SpCas9:gRNA:AcrIIA4 ternary complex with an eGFP gene targeting guide and

then were incubated with either DMSO or 15 mM of BRD0539 followed by a pulse-chase over 2‒24 h before imaging. Error bars represent ±SD across technical

replicates (n = 2) of two biological replicates.

(I) Inhibition of SpCas9 nuclease activity by BRD0539 in a DNA cleavage assay. SpCas9:gRNA (5 nM) was incubated with BRD0539 at the indicated concen-

trations for 30 min at room temperature followed by the addition of linear DNA substrate (2,783 bp, puc57) and incubated for an additional 30 min at 37�C. The
results were visualized by 1% agarose gel with SYBR Gold staining and were quantified using ImageJ. Error bars represent ±SD across technical replicates

(n = 2).

(J) Stability of the compounds in human plasma as determined by ultra-performance liquid chromatography-mass spectrometry (UPLC/MS) using the multiple

reactionmonitoring (MRM)method. Each compound (5 mM)was incubated with 50%human plasma in PBS for 5 h before being processed for analysis. Error bars

represent ±SEM for technical replicates (n = 3).

See also Figure S3, Table S1, and Data S1.
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increasing numbers of PAM sequences (0‒12 PAM, Figures 5D

and S5A) or an increasing concentration of 8PAM DNA (Figures

5E and S5B). BRD0539 dose-dependently blocked the formation

of the DNA-bound state in a dose-dependent fashion (Figures 5F

and S5C). The SpCas9:gRNA exhibited a multiphasic melting

signature that was altered upon the addition of DNA that con-

tained PAM sequences. BRD0539 impaired the perturbation

induced by the 4PAM DNA (Figure S5D; Supplementary Items 2

and 3 in https://doi.org/10.17632/jpxvnh3n2t.1). Finally, to

confirm target engagement by BRD0539 in cells, we used the

cellular thermal shift assay (CETSA), a cellular version of

the DSF assay (Martinez Molina and Nordlund, 2016). Since

SpCas9:DNA interactions increase the melting temperature of

SpCas9, disrupting such interactions by BRD0539 should lower

the melting temperature of SpCas9, and we do observe �2.5�C
lowering in cells treatedwithBRD0539 (Figures5GandS5E;Sup-

plementary Item 4 in https://doi.org/10.17632/jpxvnh3n2t.1).

The interaction between BRD0539 and SpCas9 was further

confirmed by pull-down studies in which biotinylated BRD0539

was able to pull down SpCas9 from WM793-SpCas9 cell lysate

(Figures 5H and S5F), while no notable non-specific protein

pull-down was observed (Supplementary Item 5 in https://doi.

org/10.17632/jpxvnh3n2t.1). Finally, while BRD0539 was able

to inhibit SpCas9 in the eGFP-disruption assay, BRD0539 was

unable to inhibit FnCpf1, a structurally different CRISPR-associ-

ated nuclease, in the same assay, further highlighting the speci-

ficity of BRD0539 (Figure 5I).

Inhibition of the dCas9-Based Transcription Activation
Complex
After optimizing the inhibition of the nuclease activity of

the SpCas9:gRNA complex, we sought to optimize for inhibition

of the transcriptional activation complex, which consists of

dCas9:gRNA and transcription-activating SAM domains (Koner-

mann et al., 2015) that are recruited by the gRNA. Our hit-triage

workflow was similar to that for the nuclease activity and

involved prioritizing compounds based on the absence of cyto-

toxicity and the presence of dose-dependent inhibition of tran-

scriptional activation in cells. While the nuclease inhibitors iden-

tified above also blocked transcription (Figure S5G), BRD20322

and BRD0048 emerged as the most potent inhibitors of the tran-

scription activation complex, showing a dose-dependent inhibi-

tion with an EC50 of 12.2 mM and 9 mM, with BRD20322 inhibiting

89% of the transcription at 20 mM (Figures 5J and S5H). None of

the inhibitors altered the expression of the control genes.

DISCUSSION

We report a workflow for the rapid identification of small-mole-

cule inhibitors of SpCas9 and demonstrate the utility of this

workflow by identifying the first examples of small-molecule in-

hibitors of SpCas9. Our screening strategy involved disrupting

DNA binding by SpCas9, followed by demonstrating activity

in multiple mammalian cell lines using gene or protein delivery.

Furthermore, we demonstrated inhibition of SpCas9 nuclease

and transcription activation in assays with gain of signal

(e.g., eGFP-disruption assay), loss of signal (e.g., HiBiT assay),

various DNA repair pathways, and a myriad of readouts

(e.g., fluorescence, luminescence, next-generation sequencing

[NGS], qPCR). Thus, these inhibitors are effective against both

wild-type and engineered SpCas9 in mammalian cells with

multiple delivery modes, including delivery of the ribonucleo-

protein complex. Our inhibitor identification methodology is

rapid and cost effective and required testing only �15,000

compounds to identify potent SpCas9 inhibitors. We envision

that the availability of high-throughput assays and a screening

workflow will propel the rapid discovery of highly potent inhib-

itors, not only for SpCas9 but also for next-generation CRISPR-

associated nucleases. Finally, the small-molecule inhibitors

complement protein-based anti-CRISPRs in that they are cell

permeable, reversible, stable in human plasma, and resistant

to proteases.

Multiple lines of evidence point to the specific nature of inter-

actions between the inhibitors and the SpCas9:gRNA complex.

Small perturbations to the structure or even the stereochemistry

of BRD0539 causes loss of inhibitory activity, and FnCpf1 re-

mains uninhibited by BRD0539. Furthermore, the subtle struc-

tural variation between inhibitors that block the SpCas9:gRNA

complex from those that inhibit the dCas9:gRNA:SAM complex

for transcription activation also points to specific interactions.

The ability of identified inhibitor BRD0539 to block the formation

of the DNA-bound state indicates that the reported inhibitors

could either operate by directly competing with the NGG PAM

or bind to an allosteric site. Identifying the binding pocket of

the inhibitors via structural studies will be key for mechanistic un-

derstanding of the aforementioned observations as well as

in activity of different structural analogs with respect to that of BRD0539. Asterisk-labeled compounds have a methyl group at the 4-N position, while the others

have a proton. The data are an average of two biological replicates.

(B) Dose-dependent inhibition of SpCas9 by BRD0539, BRD3497, and BRD9419 in U2OS.eGFP.PEST cells. The inhibitors were tested from 2.8 to 17.3 mM.

U2OS.eGFP.PEST cells were nucleofected with either SpCas9 or preformed SpCas9:gRNA ribonucleoprotein complex and were incubated with the compounds

at the indicated concentrations for 24 h before imaging. Error bars represent ±SD across technical replicates (n = 3).

(C) Representative images of the eGFP-disruption assay. U2OS.eGFP.PEST cells were nucleofected with either SpCas9 alone (untreated) or preformed

SpCas9:gRNA ribonucleoprotein complex and were treated with either vehicle alone or the indicated compounds at 15 mM for 24 h. The top and bottom panels

represent DAPI and GFP channels, respectively.

(D) Dose-dependent inhibition of SpCas9 by BRD0539, BRD3497, and BRD9419 in the HiBiT assay. Inhibitors were tested from 4.8 to 15 mM. U2OS.eGFP.PEST

cells were nucleofected with SpCas9- and gRNA-expressing plasmids along with ssODN containing the HiBiT tag. The cells were incubated with compounds at

the indicated concentrations for 24 h before cell lysis and luminescence measurements. Error bars represent ±SD across technical replicates (n = 2).

(E) Chemical structures of BRD0539 stereoisomers and their dose-dependent inhibition of SpCas9 in U2OS.eGFP.PEST cells. Inhibitors were tested from

4.6‒17.5 mM.Cells were nucleofected with either SpCas9 or preformed SpCas9:gRNA ribonucleoprotein complex andwere incubatedwith the compounds at the

indicated concentration for 24 h before imaging. Error bars represent ±SD across technical replicates (n = 3).

See also Figure S4, Table S1, and Data S1.
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(A) FP assay for detecting SpCas9-gRNA binding. A FITC-labeled crRNA:tracrRNA (25 nM) was titrated with an increasing amount of SpCas9 (7.5–250 nM). Error
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(B) Competition experiment demonstrating sequence-specific gRNA-SpCas9 binding. An unlabeled crRNA:tracrRNA (25 nM) was pre-incubated with SpCas9

(25 nM) for 10 min before the addition of FITC-crRNA:tracrRNA (25 nM). Error bars represent ±SD across technical replicates (n = 3).

(legend continued on next page)
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potency improvement of the inhibitors. Mechanism-of-action

studies involving single-molecule biophysics experiments to

examine the effects of the inhibitor on the conformational change

of SpCas9 during the catalytic cycle will also provide valuable

insight and may explain the molecular mechanism of disruption

of DNA binding as suggested by DSF studies. We note that our

DSF studies confirm the presence of a flexible conformation of

apo-SpCas9 that shows a preference for DNA containing PAM

sequences (Figure 5D). Apo-SpCas9 binds to DNA with an affin-

ity of 25 nM (Sternberg et al., 2014), and high-speed atomic force

microscopy studies suggest the presence of a flexible conforma-

tion in solution (Shibata et al., 2017) as opposed to the closed

conformation observed in crystal structures.

Identifying small-molecule inhibitors of nuclease activity pre-

sents similar assay development challenges as we encountered

for PAM binding. Our future studies will involve the identification

of nuclease inhibitors and an exploration of possible synergies

between the two classes of inhibitors. Although our inhibitors

are nontoxic to mammalian cells and do not alter transcription

and translation of housekeeping genes, it remains to be deter-

mined whether these inhibitors or the anti-CRISPR proteins

interact with other targets in mammalian cells. Finally, in many

applications, degradation of SpCas9 may be required. For

example, a recent study has pointed to the existence of anti-

bodies against SpCas9 in humans (Charlesworth et al., 2018),

and the SpCas9-specific immune response is construed as a

bottleneck in the development of therapeutic applications of

SpCas9. Reducing the half-life of SpCas9 may reduce the

severity of the immune response. Proteolysis-targeting chimeras

(PROTACs) are heterobifunctional small molecules containing a

target-protein binder and a ubiquitin-ligase binder joined by a

linker (Lai and Crews, 2017). A PROTAC formed by joining our in-

hibitor to the ubiquitin-ligase binder should recruit ubiquitin

ligase to SpCas9, promoting ubiquitination and proteasomal

degradation of SpCas9. Furthermore, PROTACs are catalytic

and may require a lower dose as they operate by ‘‘event-driven

pharmacology’’ as opposed to inhibitors that are stoichiometric

and operate by ‘‘occupancy-driven pharmacology.’’ Our future

efforts will involve the identification of inhibitors for next-genera-

tion CRISPR systems and understanding their mode of inhibition

as well as the application of such inhibitors. The timely and par-

tial inhibition (�50%) of SpCas9 reduced off-target editing for

several genes, including a 5-fold reduction for b-globin (HBB)-

targeting gRNA that is of therapeutic interest for sickle cell

disease (Shin et al., 2017). Partial inhibition of SpCas9 by

BRD0539 together with its cellular permeability, reversibility,

and plasma stability should afford a facile method for reducing

the off-target activity of SpCas9. Together, our studies point to

the utility of invocation of chemical biology-based approaches

for genome editing and functional genomics studies using

CRISPR-based systems.

STAR+METHODS

Detailed methods are provided in the online version of this paper

and include the following:

d KEY RESOURCES TABLE

d CONTACT FOR REAGENT AND RESOURCE SHARING

d EXPERIMENTAL MODEL AND SUBJECT DETAILS

B Escherichia coli Rosetta (DE3)

B Escherichia coli BL21 (DE3)

B Cell culture

d METHOD DETAILS

(C) FP assay for determining the effect of BRD0539 in the SpCas9-FITC-crRNA:tracrRNA binding. SpCas9 (25 nM) was incubated with the indicated amount of

BRD0539 (10–30 mM) for 15 min followed by the addition of FITC-crRNA:tracrRNA (25 nM), which was incubated for 30 min before measuring the FP signal. Error

bars represent ±SD across technical replicates (n = 3).

(D) Differential scanning fluorimetry studies of the apo-SpCas9 interactionwith DNA. SpCas9 (1 mM)was incubatedwith DNA (2 mM) bearing an increasing number

of PAM sequences (0‒12 PAM). Data are for one of the three biological replicates.

(E) Differential scanning fluorimetry showing the formation of a more stable SpCas9 complex (shaded region) upon binding with increasing concentrations

(0.25, 0.5, 1, and 2 mM) of 8PAM DNA. Error bars represent ±SD across technical replicates (n = 2).

(F) Differential scanning fluorimetry depicting the destabilization of SpCas9:8PAM DNA (1 mM:2 mM) complexes (shaded region) upon incubation with increasing

concentrations (5, 10, 15, and 20 mM) of BRD0539. Error bars represent ±SD across technical replicates (n = 2).

(G) Cellular thermal shift assay (CETSA) for SpCas9 in WM793 melanoma cells in the absence or presence of BRD0539. WM793 cells stably expressing SpCas9

were incubated with 15 mMBRD0539 for 24 h before performing CETSA andwere analyzed bywestern blot. The top panel is the immunoblot representation of the

thermal stability of SpCas9 in WM793 cells treated with either vehicle or BRD0539. The original immunoblot is in the Supplementary Item 4 (https://doi.org/10.

17632/jpxvnh3n2t.1). The bottom panel is the quantified thermal stability plot for SpCas9. Error bars represent ±SD across biological replicates (n = 4).

(H) In vitro pull-down assay of SpCas9 by the BRD0539-biotin conjugate from WM793-SpCas9 cell lysate. Streptavidin magnetic beads pre-loaded with either

BRD0539-biotin or biotin-azide were incubated with WM793-SpCas9 cell lysate for 12 h before processing the samples for western blotting. BRD0539 (20 mM)

was used as a competitor. F and E represent the flow-through and eluent, respectively.

(I) Dose-dependent inhibition study of BRD0539 (6–20 mM) against SpCas9 or FnCpf1 in U2OS.eGFP.PEST cells. Cells were nucleofected with SpCas9 or FnCpf1

plasmids and their corresponding gRNA-expressing plasmids and were incubated with the inhibitor at the indicated concentration for 30 h before imaging and

analysis. Error bars represent ±SD across technical replicates (n = 4). Representative images of the eGFP-disruption assay for SpCas9 and FnCpf1 in

U2OS.eGFP.PEST cells. Cells were nucleofected with either SpCas9 plasmid alone (–gRNA) or either the SpCas9 or FnCpf1 plasmids with their corresponding

gRNA-expressing plasmids containing the eGFP gene target and were incubated with the inhibitor (15 mM) for 30 h before imaging. The top and bottom panels

represent the DAPI and GFP channels, respectively.

(J) Chemical structures of BRD20322 and BRD0048 and their dose-dependent inhibition of dCas9-based transcriptional upregulation of the HBG1 gene in

HEK293FT cells. Cells were transfected with dSpCas9 and MS2.p65.HSF1.GFP plasmids along with either RFP or HBG1 gRNA plasmids and were incubated in

the presence of the small molecules at the indicated concentrations before processing for RT-qPCR. The experiments were performed in three biological

replicates, and each biological replicate was processed in eight technical replicates. The data represent the mean ± SEM for technical replicates. *p% 0.0001 for

both small molecules at 15 mM and DMSO (unpaired t test, two-tailed).

See also Figure S5, Table S1, and Data S1.
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SUMMARY

We report genome-wide ancient DNA from 49 indi-
viduals forming four parallel time transects in Belize,
Brazil, the Central Andes, and the Southern Cone,
each dating to at least �9,000 years ago. The com-
mon ancestral population radiated rapidly from just
one of the two early branches that contributed to
Native Americans today. We document two previ-
ously unappreciated streams of gene flow between
North and South America. One affected the Central
Andes by �4,200 years ago, while the other explains
an affinity between the oldest North American
genome associated with the Clovis culture and the

oldest Central and South Americans from Chile,
Brazil, and Belize. However, this was not the primary
source for later South Americans, as the other
ancient individuals derive from lineages without
specific affinity to the Clovis-associated genome,
suggesting a population replacement that began
at least 9,000 years ago and was followed by sub-
stantial population continuity in multiple regions.

INTRODUCTION

Genetic studies of present-day and ancient Native Americans

have revealed that the great majority of ancestry in indigenous

people in non-Arctic America derives from a homogeneous
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ancestral population. This population was inferred to have diver-

sified 17,500–14,600 calendar years before present (BP) (Mor-

eno-Mayar et al., 2018a) into two branches that have been called

‘‘Southern Native American’’ or ‘‘Ancestral A’’ (ANC-A) and

‘‘Northern Native American’’ or ‘‘Ancestral B’’ (ANC-B) (Mor-

eno-Mayar et al., 2018a; Raghavan et al., 2015; Rasmussen

et al., 2014; Reich et al., 2012; Scheib et al., 2018). An individual

dating to �12,900–12,700 BP from the Anzick site in Montana

and associated with the Clovis culture was on the ANC-A line-

age, which is also heavily represented in present-day Central

and South Americans and in ancient Californians. In contrast,

ANC-B ancestry is heavily represented in eastern North Ameri-

cans and in ancient people from southwest Ontario (Scheib

et al., 2018). The original studies that documented these two

deep lineages fit models in which Central and South Americans

were of entirely ANC-A ancestry (Rasmussen et al., 2014; Reich

et al., 2012). However, Scheib et al. (2018) suggested that all

Central and South Americans harbor substantial proportions of

both ancestries (at least �30% of each).

Recent analyses have also shown that some groups in Brazil

share more alleles with Australasians (indigenous New Guin-

eans, Australians, and Andaman Islanders) (Raghavan et al.,

2015; Skoglund et al., 2015) and an �40,000 BP individual

from northern China (Yang et al., 2017) than do other Central

and South Americans. Such patterns suggest that these groups

do not entirely descend from a single homogeneous population

and instead derive from a mixture of populations, one of which,

Population Y, bore a distinctive affinity to Australasians. Notably,

our study includes data from individuals such as those from the

Lapa do Santo site who have a cranial morphology known as

‘‘Paleoamerican,’’ argued to indicate two distinct New-World-

founding populations (von Cramon-Taubadel et al., 2017).

Here, we test directly the hypothesis that a Paleoamerican cra-

nial morphology was associated with a lineage distinct from

the one that contributed to other Native Americans (whether

the proposed Population Y or another).

Prior to the present study, published data from Central and

South America older than the last millennium was limited to

two low coverage genomes (Raghavan et al., 2015). Here, we

report genome-wide data from 49 individuals from Belize, Brazil,

Peru, and the Southern Cone (Chile and Argentina), 41 older than

1,000 years, with each time transect starting between 10,900–

8,600 BP (Figure 1; Table S3). To obtain these data, we worked

with government agencies and indigenous peoples to identify

samples, prepared powder from skeletal material, extracted

DNA (Dabney et al., 2013), and generated single and double

stranded DNA libraries, most of which we treated with the

enzyme uracil-DNA glycosylase (UDG) to reduce characteristic
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25Ya’axché Conservation Trust, Punta Gorda Town, Belize
26Department of Anthropology, University of New Mexico, Albuquerque, NM 87131, USA
27Center for Stable Isotopes, University of New Mexico, Albuquerque, NM 87131, USA
28Grupo de Investigación en Prehistoria IT-622-13 (UPV-EHU), IKERBASQUE-Basque Foundation for Science, Vitoria, Spain
29Museu de Arqueologia e Etnologia, Universidade de São Paulo, São Paulo 05508-070, Brazil
30Museu Nacional da Universidade Federal do Rio de Janeiro, Rio de Janeiro 20940-040, Brazil
31Departamento de Estomatologia, Faculdade de Odontologia, Universidade de São Paulo, São Paulo 05508-000, Brazil
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errors of ancient DNA (Gansauge and Meyer, 2013; Rohland

et al., 2015). We enriched for mtDNA and �1.2 million SNPs

(Fu et al., 2015) and sequenced the enriched libraries on Illumina

instruments (Table S3; STAR Methods). We combined ancient

and present-day data to study genetic changes over the last

11,000 years.

Ethics Statement
Genetic studies of human history shed light on how ancient and

present-day people are biologically related, and it is therefore

important to be attentive not just to scientific issues but also to

perspectives of indigenous communities when carrying out this

work (Bardill et al., 2018). We took a case-by-case approach in

each region we studied. In Peru and in some other countries in

Central and South America, there is a strong tradition of indigen-

ism in state policy, and governmental officials are recognized as

representatives of indigenous perspectives (Herrera, 2011; Sil-

verman, 2006) (Ley General del Patrimonio Cultural de la Nación

[Law No. 28296]). We therefore consulted with provincial and

state-based offices of the Ministry of Culture to obtain permis-

sion for analysis and also incorporated feedback from local com-

munity archaeologists to represent indigenous perspectives;

permission for sampling was obtained under Resolución Direc-

toral Nacional No. 1346, 545-2011, and RDN No. 092-2016. In

Brazil, we obtained research permits from IPHAN (the National

Institute of Historical and Artistic Heritage). In Chile and

Argentina, in addition to obtaining permits from the local heritage

institutions, we sought to determine if any local indigenous group

considered the skeletons we analyzed to be ancestors. For most

samples, no indigenous community lived near the sites or indi-

cated a connection to the analyzed skeletons, with the exception

of a community living near the site of Laguna Chica in Argentina,

which approved the study after consultation and participated in

the rescue excavation. In Belize, we obtained permission from

the National Institute of Culture and History and the Institute of

Archaeology, the legal entities responsible for issuing research

permits, and we carried out public consultation with local collab-

orators and communities (see the archaeological site information

section in the STAR Methods for additional details).

RESULTS AND DISCUSSION

Authenticity of Ancient DNA
We evaluated the authenticity of the isolated DNA based on its

harboring: (1) characteristic cytosine-to-thymine mismatches

to the reference genome at the ends of the sequenced frag-

ments, (2) point estimates of contamination in mtDNA below

5% (Renaud et al., 2015), (3) point estimates of X chromosome

contamination in males below 3% (Korneliussen et al., 2014),

and (4) point estimates of genome-wide contamination below

5% (N.N., Éadaoin Harney, S.M., N.P., and D.R., unpublished

data). We removed from analysis two individuals that we genet-

ically determined to be first degree relatives of other individuals

with higher DNA yields within the dataset but fully report the data

for both here (Table S3; STAR Methods).

Long-Standing Population Continuity in Multiple
Regions of South America
We grouped ancient individuals by location, date range, and

genetic similarity, for the most part using italicized labels like

Argentina_ArroyoSeco2_7700BP (‘‘country’’ followed by ‘‘site’’

followed by a ‘‘date’’ that for us is the average of the midpoint

of the date ranges for the individuals in the grouping rounded

to the nearest hundred) (Eisenmann et al., 2018). These group-

ings sometimes span an extensive period of time; for example,

the eight Arroyo Seco 2 date estimates range from 8,570 to

7,160 BP. For some analyses, we also lumped individuals into

larger clusters, for example grouping individuals from the Andes

before and after �4,200 BP into ‘‘Early Andes’’ and ‘‘Late

Central Andes’’ based on qualitatively different affinities to other

individuals in the dataset (STAR Methods).

To obtain an understanding of how the ancient individuals

relate to present-day ones, we computed f3- and f4-statistics,

which estimate allele sharing between samples in a way that is

unbiased by population-specific drift (Patterson et al., 2012).

The oldest individuals in the dataset show little specific allele

sharing with present-day people. For example, a �10,900 BP

individual from Chile (from the site of Los Rieles) shows only

slight excess affinity to later Southern Cone individuals.

In Belize, individuals from two sites dating to �9,300 and

�7,400 BP (Mayahak Cab Pek and Saki Tzul) do not share

significantly more alleles with present-day people from the

region near Belize than they do with present-day groups else-

where in Central and South America. In Brazil, genetic data

from sites dating to �9,600 BP (Lapa do Santo) and �6,700

BP (Laranjal) show no distinctive shared ancestry with pre-

sent-day Brazilians (Figures 2 and S1; Table S1), although the

Laranjal individuals do show potential evidence of shared

ancestry with a �5,800 BP individual from Moraes (Table S4),

confirmed by the statistic f4(Mbuti, Brazil_Laranjal_6700BP;

Brazil_LapaDoSanto_9600BP, Brazil_Moraes_5800BP), which

is Z = 7.7 standard errors from zero.

We detect long-standing continuity between ancient and pre-

sent-day Native Americans in each of the regions of South Amer-

ica we analyzed beginning at least �5,800 BP, a pattern that is

evident in heatmaps, neighbor-joining trees, and multi-dimen-

sional scaling plots computed on outgroup-f3 statistics (Figures

2, S1, and S2; Table S1). In Peru, the most ancient individuals

dating up to �9,000 BP from Cuncaicha and Lauricocha share

alleles at the highest rate with present-day indigenous groups

Figure 1. Geographic Locations and Time Ranges

(Top) Color coding is based on the value of f4(Mbuti, Test; USR1, Anzick-1), which measures the degree of allele sharing of each Test population with Anzick-1

compared to the Ancient Beringian USR1 (the latter two plotted as green triangles). All values and standard errors are listed in Table S4. Present-day individuals

are circles and ancient individuals are squares (the newly reported individuals are indicated with a thick black outline).

(Bottom) We show previously published (gray) and newly reported ancient data. Magenta, Brazil; brown, Belize; green, Peru/northern Chile; blue, Southern Cone.

The numbers give sample size in each grouping.

See also Table S3.
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living in theCentral Andes (Lindo et al., 2018; Llamas et al., 2016).

Individuals dating up to �8,600 BP from Arroyo Seco 2 and

Laguna Chica also show the strongest allele sharing with some

present-day indigenous people in the Southern Cone. In Brazil,

the evidence of continuity with present-day indigenous people

begins with the Moraes individual at �5,800 BP. A striking

pattern of continuity with present-day people is also observed

in the �2,000 BP Jabuticabeira 2 individuals who were part of

the Sambaqui shell-mound building tradition that was spread

along the south Brazilian coast from around 8,000–1,000 BP.

The Jabuticabeira 2 individuals share significantly more alleles

with some Ge-speaking groups than they do with some Tupi-

Guarani speaking groups who have been predominant on the

coast during the post-Colonial period (Figure S3; Table S1).

This supports the theory of shared ancestry between the makers

of the Sambaqui culture and the speakers of proto-Ge who are

Figure 2. Relatedness of Ancient to Present-

Day People

Allele sharing statistics of the form f3(Mbuti; Test,

Ancient), where the ‘‘Ancient’’ individuals repre-

sented by a green triangle are Chile_LosRieles_

10900BP,Argentina_ArroyoSeco2_7700BP,Brazil_

LapaDoSanto_9600BP, Moraes_Brazil_5800BP,

Belize_SakiTzul_7400BP, and Peru_Lauricocha_

8600BP. The heatmap shows the degree of allele

sharing, with red indicating most sharing; yellow,

intermediate; and blue, least.

See also Figures S2 and S3 and Table S1.

hypothesized to have lived in the region

�2,000BP (Iriarte et al., 2017). These find-

ings also support the theory of coastal

replacement of Ge speakers by Tupi-Gua-

rani speakers after �1,000 BP (Hubbe

et al., 2009) (STAR Methods).

Evidence for at Least Four Genetic
Exchanges between South America
and Other Regions
Figure 1 plots the excess rate of allele

sharing of ancient Central and South

Americans with the �12,800 BP Anzick-1

individual from Montana compared to

the �11,500 BP USR1 individual from

Alaska, an Ancient Beringian who derives

from a lineage that split from the one lead-

ing to all other known Native Americans

before they separated from each other

(Moreno-Mayar et al., 2018a) (Table S4).

The distribution of this statistic f4(Mbuti,

Test; USR1, Anzick-1) confirms previous

findings that Anzick-1 relatedness is

greatest in Central and South Americans

and lowest in North American groups

(Table S4) (Rasmussen et al., 2014), with

the exception of the California Channel

Islands, where the earliest individuals

fromSanNicolas Island around 4,900 BP show some of the high-

est Anzick-1 relatedness, consistent with an early spread of

Anzick-1-related people to these islands followed by local isola-

tion (Scheib et al., 2018) (Figure S2D).

More careful examination reveals significant ancestry vari-

ability in the ancient South Americans. The �10,900 BP Los

Rieles individual from Chile, the �9,600 BP individuals from

Lapa do Santo in Brazil, and individuals from southern Peru and

northern Chile dating to �4,200 BP and later (‘‘Late Central

Andes’’ from Cuncaicha, Laramate and Pica Ocho), share more

alleles with Anzick-1 than do other South Americans (Figure 1;

Table S4). Many of these signals of asymmetrical relationship

to Anzick-1 are significant as assessed by statistics of the form

f4(Mbuti, Anzick-1; Test1, Test2): Z score for deviation from

zero as high as 3.4 for the (Test1, Test2) pair (Early Andes,

Chile_LosRieles_10900BP), 3.1 for the pair (Early Andes,
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Brazil_LapaDoSanto_9600BP), and 3.0 for the pair (Early Andes,

Late Central Andes) (Table S2). We confirmed these findings us-

ing qpWave (Reich et al., 2012), which evaluates the minimum

number of sources of ancestry that must have contributed to a

test set of groups relative to a set of outgroups (STAR Methods).

We tested all possible pairs of populations and found that none of

the three combinations are consistent with being derived from a

homogeneous ancestral population: p = 0.0023 for (Early Andes,

Brazil_LapaDoSanto_9600BP), p = 0.0007 for (Early Andes, Late

Central Andes), and p = 0.0000004 for (Brazil_LapaDoSanto_

9600BP, Late Central Andes). We obtained qualitatively similar

results replacing Brazil_LapaDoSanto_9600BP with Chile_

LosRieles_10900BP (Figure S4; Table S5). We also obtained

similar results for subsets of individuals in each group. Our power

to reject models of just two sources of ancestry for the ancient

South American individuals depends critically on the use of

Anzick-1 as an outgroup, as when we remove this individual

from the outgroup set there is no evidence of a third source of

ancestry contributing to Brazil_LapaDoSanto_9600BP (p = 0.11)

or Chile_LosRieles_10900BP (p = 0.35). It also depends critically

on the use of California Channel Islands individuals, as when we

remove them as outgroups there is no evidence for a third source

of ancestry contributing to Late Central Andes groups (p = 0.12).

The fact that the three pairs each require two different sources

of ancestry in order to produce a model fit could mean that they

descend from a total of three (or more) distinct sources of

ancestry differentially related to groups outside South America

or alternatively that they are mixtures in different proportions of

only two sources. To distinguish these possibilities, we used

qpWave’s ability to test for consistency with the hypothesis

that sets of three populations (Test1, Test2, Test3) derive from

just two populations relative to the same set of outgroups.

qpWave rejects the hypothesis of two sources (p = 0.0022), a

result that is unlikely to be due to backflow from South America

into Central America as the signal persists when we remove pre-

sent-day Mexicans from the outgroup set (p = 0.001) (Table S5).

Further evidence for the robustness of the finding of three source

populations comes from the fact that the signal remains signifi-

cant when we restrict to transversion polymorphisms that are

not affected by cytosine-to-thymine errors (p = 0.01). We caution

that we did not find significant signals of ancestry heterogeneity

relative to North American outgroups when repeating the

qpWave tests on pairs of present-day populations.We speculate

that this may reflect more recent homogenization leading to

variation in ancestry proportions too subtle for our methods to

detect.

When we add present-day Surui individuals into the analysis,

there is evidence for a fourth source of ancestry (p = 0.03)

(Table S5), likely reflecting the same signal that led to finding

‘‘Population Y’’ ancestry in this group (Raghavan et al., 2015;

Skoglund et al., 2015).

Modeling theDeepHistory of Central and South America
We modeled the relationships among diverse ancient Ameri-

cans using qpGraph, which evaluates whether a model of pop-

ulation splitting and admixture is consistent with all f-statistics

relating pairs, triples, and quadruples of groups (Patterson

et al., 2012).

We were able to fit genome-wide data from nine ancient

North, Central and South American groups (not including

Anzick-1) as a star-like radiation from a single source population

with negligible admixture between the ANC-A and ANC-B line-

ages after their initial bifurcation (maximum jZj score for a differ-

ence between the observed and expected statistics of 2.9

[Figure 3] and 3.2 [Figure S5A]; we represent ANC-B by the

Ancient Southern Ontario population Canada_Lucier_4800BP-

500BP). This model is not what would be expected based on

the claim of a recent study (Scheib et al., 2018) that major

ANC-A/ANC-B admixture (at least �30% of each) is necessary

to model Central and South Americans. While we confirmed

that the model proposed in Scheib et al. (2018) fits the data

when restricting to a subset of the populations they analyzed,

when we added into the model non-American populations

with previously established relationships to Native Americans,

the model failed (STAR Methods). To more directly explore

whether there is evidence of widespread ANC-B ancestry in

South America, we tested whether Canada_Lucier_4800BP-

500BP shares more alleles with a range of Central and South

American Test populations than with Anzick-1, but find no evi-

dence for a statistically significant skew (Table S4). Indeed,

the supplementary materials of the previously reported study

(Figure S13 of Scheib et al., 2018) show that a model such as

the one we favor—without widespread ANC-B admixture in

South America—fits the data with no differences between

observed and expected f-statistics greater than Z > 2. We

also find that when we explicitly model ANC-B admixture into

the ancestors of South Americans, the inferred genetic drift spe-

cific to Canada_Lucier_4800BP-500BP is not significantly

different from 0, providing evidence against specific affinity to

ANC-B in South Americans (Figure S6; STAR Methods).

To fit the Anzick-1 genome associated with the Clovis culture

into the admixture graph, we needed to specify additional

admixture events. We identified a range of fits for the data. Fig-

ure 4 shows the result of manually exploring models guided by

common sense principles (geography, time, and archaeology)

as well as the genetic data. Figure 5 shows a model obtained

by a semi-automated procedure constrained only by the fit to

the genetic data (Lazaridis et al., 2018). The most important dif-

ference between the two models concerns the question of how

the Clovis culture associated Anzick-1 genome relates to ancient

Central and South Americans. Figure 4, which models the line-

age leading to Anzick-1 as unadmixed, seems most plausible

because it is natural to expect that the oldest individuals will

be least admixed, and because it is simple to explain this model

via North-to-South spreads. Figure 5 models some of the

ancestry of the Clovis associated genome as deriving fromwithin

the radiation of lineages represented in South America, which if

true would require a more complex history.

We highlight four points of agreement between the two

admixture graphs.

First, both graphs imply a minimum of four genetic exchanges

between South America and regions outside South America

consistent with the qpWave results in the previous section. This

includes: (1) a primary source of ANC-A ancestry in all South

Americans; (2) an ANC-A lineage with distinct affinity to Anzick-1

inChile_LosRieles_10900BP,Brazil_LapaDoSanto_9600BP, and
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some early Southern Cone populations; and (3) ANC-A ancestry

with a distinctive affinity to ancient individuals from the California

Channel Islands (USA_SanNicolas_4900BP) present in the

Central Andes by�4,200 BP (Figures S5B and S5C). (4) The final

spread of ancestry contributes to present-day Amazonian

groups like the Surui. In Figures 4 and 5, we do not include the

Surui but do show such models in Figures S5G–S5I where Surui

can only be fit by proposing some ancestry differently related to

Eurasians than is the case for other Native Americans (as ex-

pected if there is Population Y ancestry in the Surui).

Second, both graphs specify minimal ANC-B ancestry in

South Americans. While we do find significant allele sharing

with a representative ANC-B population (Canada_Lucier_

4800BP-500BP) in people from the Central Andes after �4,200

years ago—as reflected in significantly positive (2 < Z < 4) statis-

tics of the form f4(Mbuti, Canada_Lucier_4800BP-500BP;

Brazil_LapaDoSanto_9600BP or Brazil_Laranjal_6700BP, Late

Figure 3. Skeleton Model that Fits the Data

with Minimal Admixture

This graph models nine of the ancient North, Cen-

tral, and South American groups without admixture

(branch lengths are in units of FST 3 1,000). The

maximum deviation between observed and

expected f-statistics is Z = 2.9 (Z = 3.1 when

restricting to transversions). Drift lengths in the

terminal edges are unlabeled as randomly sam-

pling an allele to represent each individual makes

them artifactually long.

See also Figure S6.

Central Andes or present-day Aymara

and Quechua from Peru) (Tables S2 and

S4)—when we fit admixture graph models

specifying an ANC-B contribution to Late

Central Andes groups, the ANC-B propor-

tion is never more than 2% (Figures

S5D–S5F).

Third, both graphs infer little genetic

drift separating the lineages leading to

the different ancient groups in each

major region of South America. This

can be seen in our inferred five-way

split whose order we cannot resolve

involving lineages leading to: (1) the

early Belizeans, (2) early Peruvians, (3)

early Southern Cone populations, (4)

the main lineage leading to Brazil_

LapaDoSanto_9600BP, and (5) the line-

age leading to Chile_LosRieles_10900BP

(Figure S5A). This suggests rapid human

radiation of the main lineage ancestral to

later South Americans (Raghavan et al.,

2015; Reich et al., 2012).

Fourth, both graphs agree that there is

distinctive shared ancestry between the

Clovis culture associated Anzick-1 and

the earliest South American individuals

from Lapa do Santo in Brazil and Los Rieles in Chile. We also

detect evidence of ancestry related to Anzick-1 in the oldest

Central American genome, as the most ancient individual from

Belize has evidence of more Anzick-1 relatedness than later

Belize individuals as reflected in the weakly significant sta-

tistic f4(Mbuti, Anzick-1; Belize_SakiTzul_7400BP, Belize_

MayahakCabPek_9300BP) (Z = 2.1). Taken together, these

results support the hypothesis that an expansion of a group

associated with the Clovis culture left an impact far beyond the

geographic region in which this culture was spread (Fiedel,

2017). At the same time, both classes of models provide evi-

dence against a stronger version of this hypothesis, which is

that an expansion of a homogeneous population associated

with the Clovis culture was the primary source of the ancestry

of later Central and South Americans. Specifically, both models

find that the overwhelming majority of the ancestry of most

Central and South Americans derives from one or more lineages
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without the Anzick-1 affinities present at Lapa do Santo. Thus, a

different ANC-A lineage from the one represented in Anzick-1

made the most important contribution to South Americans,

and there must have been a population turnover in the mid-

Holocene that largely replaced groups such as the ones repre-

sented by the �10,900 BP individual at Los Rieles in Chile and

the�9,600BP individuals at Lapa doSanto in Brazil. This genetic

evidence of a major population turnover correlates with the find-

ings frommorphological studies of a population turnover in Brazil

around this time (Hubbe et al., 2014).

It is tempting to hypothesize that the early branching ANC-A

lineages that we have shown contributed most of the ancestry

of Central and South Americans today—and that harbor no spe-

cific Anzick-1 association—contributed to the people who lived

at the site of Monte Verde in southern Chile and whose material

artifacts have been dated to a pre-Clovis period at least�14,500

BP (Dillehay et al., 2008). However, because all the earliest Cen-

tral and South American individuals show affinities to Anzick-1,

Figure 4. Adding in the ~12,800 BP Anzick-1

and ~10,900 BP Los Rieles

We used Figure 3 that models all analyzed

Native Americans as unadmixed as a framew-

ork graph (excluding Belize_MayahakCabPek_

9300BP because of relatively low coverage). We

then added in Anzick-1 and Chile_LosRieles_

10900BP. This model specifies three sources of

North American related ancestry in South Amer-

ica, indicated by color-coding (Population Y

ancestry is not included but Figures S5B–S5I

show related fits some of which do include it).

The maximum deviation between observed and

expected f-statistics is Z = 3.4 (Z = 3.0 when

restricting to transversions). The inferred 2%

West Eurasian admixture into Canada_Lucier_

4800BP-500BP is most likely explained by

contamination in these samples by people of

European ancestry.

See also Figure S6 and Tables S4 and S5.

our results could also be consistent with

a scenario in which nearly all the ancestry

of the South American genomes derives

from population movements from North

America that began no earlier than the

Clovis period. In either case, we demon-

strate that the non-Anzick-1 associated

ancestry type began to spread in South

America by at least �9,000 BP, the date

of the oldest genomes that have no spe-

cific Anzick-1 affinity (from Cuncaicha

and Lauricocha in the Central Andes).

All the Ancient South Americans
Descend from the Same Eurasian
Source Population
Previous studies have suggested that

present-day groups like Surui from Ama-

zonia harbor ancestry from a source

termed ‘‘Population Y’’ (Raghavan et al., 2015; Skoglund et al.,

2015), which shared alleles at an elevated rate with Australasian

groups (Onge, Papuan, and Australians) as well as the �40,000

BP Tianyuan individual from China (Yang et al., 2017). We tested

for this signal in the ancient South American individuals with sta-

tistics of the form f4(Mbuti, Australasian; X,Mixe or ancient South

American), and while we replicated the originally reported signal

when X was present-day Karitiana or Surui, we could not detect

a signal when X was any of the ancient South Americans

(Table S6). We also studied the statistic f4(Mbuti, Tianyuan;

Ancient1, Ancient2) to test if any ancient individual is differentially

related to Tianyuan (Yang et al., 2017), but no statistic was signif-

icant (Table S6). We finally applied qpWave to all pairs of South

American groups, testing whether they were homogeneously

related to a set of diverse non-Native American outgroups

(Mbuti, Han, Onge, French, and Papuan) and found no pair of

ancient South Americans that consistently gave significant

signals (p < 0.01), as expected if all the ancient South Americans
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we analyzed derived from the same stem Native American

population (Table S6). Our failure to find significant evide-

nce of Australasian or Paleolithic East Asian affinities in any

of the ancient Central and South American individuals raises

the question of what ancient populations could have contributed

the Population Y signal in Surui and other Amazonian groups and

increases the previously small chance that this signal—despite

the strong statistical evidence for it—was a false-positive. A pri-

ority is to search for the Population Y signal in additional ancient

genomes.

Our findingofnoexcessallele sharingwithnon-NativeAmerican

populations in theancient samples is alsostrikingasmanyof these

individuals—including those at Lapa do Santo—have a ‘‘Paleoa-

merican’’ cranial morphology that has been suggested to be evi-

Figure 5. An Alternative Fitting Admixture

Graph Obtained by a Semi-automated

Method

We also applied a semi-automated approach that

aims to fit population relationships while minimizing

the number of admixture events (STAR Methods)

(Lazaridis et al., 2018). This is less plausible than

Figure 4 on archaeological grounds, but it has a

lower maximum Z score for the same number of

admixture edges (Z = 2.9 for all sites, Z = 2.9 when

restricting to transversions).LikeFigure4, thismodel

specifies a minimum of three genetic exchanges

between North and South America, indicated here

by color-coding (please see Figure 4 color legend).

See also Figure S6 and Table S5.

dence of the spread of a substructured

population of at least two different Native

American source populations from Asia to

the Americas (von Cramon-Taubadel

et al., 2017).Our finding that earlyHolocene

individuals with such a morphology are

consistent with deriving all their ancestry

from the same homogeneous ancestral

population as other Native Americans ex-

tends the finding of Raghavan et al. (2015)

who came to a similar conclusion after

analyzing Native Americans inferred

to have Paleoamerican morphology who

lived within the last millennium.

Single Locus Analysis
The D4h3a mtDNA haplogroup has been

hypothesized to be a marker for an early

expansion into the Americas along the Pa-

cific coast (Perego et al., 2009). However,

its presence in two Lapa do Santo individ-

uals and Anzick-1 (Rasmussen et al.,

2014) makes this hypothesis unlikely (Fig-

ure S7; Table S3; STAR Methods).

The patterns we observe on the

Y chromosome also force us to revise

our understanding of the origins of pre-

sent-day variation. Our ancient DNA anal-

ysis shows that the Q1a2a1b-CTS1780 haplogroup, which is

currently rare, was present in a third of the ancient South Amer-

icas. In addition, our observation of the currently extremely rare

C2b haplogroup at Lapa do Santo disproves the suggestion that

it was introduced after 6,000 BP (Roewer et al., 2013).

The patterns of variation at phenotypically significant variants

are also notable. Our data show that a variant in EDAR that af-

fects tooth shape, hair follicles and thickness, sweat, and mam-

mary gland ductal branching and that occurs at nearly 100%

frequency in present day Native Americans and East Asians

(Kamberov et al., 2013) was not fixed in USR1, Anzick-1, a

Brazil_LapaDoSanto_9600BP individual and a Brazil_Laranjal_

6700BP individual, all of whom carry the ancestral allele

(Table S7). Thus, the derived allele rose in frequency in parallel
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in both East Asians and in Native Americans. In contrast at

FADS2, one of the variants at a polymorphism (rs174570) asso-

ciated with fatty acid desaturase 2 levels is derived in all the

ancient individuals, supporting the hypothesis that the selective

sweep that drove it to near fixation was complete prior to the

peopling of the Americas (Amorim et al., 2017).

DISCUSSION

Our finding of two previously undocumented genetic exchanges

between North and South America has significant implications

for models of the peopling of the Americas.

Most important, our discovery that the Clovis-associated

Anzick-1 genome at �12,800 BP shares distinctive ancestry

with the oldest Chilean, Brazilian, and Belizean individuals sup-

ports the hypothesis that an expansion of people who spread

the Clovis culture in North America also affected Central and

South America, as expected if the spread of the Fishtail Complex

in Central and South America and the Clovis Complex in North

America were part of the same phenomenon (direct confirmation

would require ancient DNA from a Fishtail-context) (Pearson,

2017). However, the fact that the greatmajority of ancestry of later

South Americans lacks specific affinity to Anzick-1 rules out the

hypothesis of a homogeneous founding population. Thus, if

Clovis-related expansions were responsible for the peopling of

South America, it must have been a complex scenario involving

arrival in theAmericasof sub-structured lineageswith andwithout

specific Anzick-1 affinity, with the one with Anzick-1 affinity mak-

ing a minimal long-term contribution. While we cannot at present

determinewhen thenon-Anzick-1associated lineagesfirst arrived

in South America,we can place an upper bound on the date of the

spread to South America of all the lineages represented in our

sampled ancient genomes as all are ANC-A and thus must have

diversified after the ANC-A/ANC-B split estimated to have

occurred �17,500–14,600 BP (Moreno-Mayar et al., 2018a).

A second notable finding of this study is our evidence that the

ancient individuals from the California Channel Islands have

distinctive and significant allele sharing with groups that became

widespread over the Central Andes after �4,200 BP. There is no

archaeological evidence of large-scale cultural exchange

between North and South America around this time, but it is

important to recognize that �4,200 BP is a minimum date for

the exchange between North and South American that drove

this pattern; the gene flow itself could have occurred thousands

of years before and the ancestry deriving from it could have per-

sisted in a region of South America not yet sampled with ancient

DNA. The evidence of an expansion of this ancestry type in the

Central Andes by �4,200 BP is notable in light of the increasing

density of sites in this region at approximately this time, a pattern

that is consistent with a demographic expansion of a previously

more restricted population (Goldberg et al., 2016).

We conclude by highlighting several limitations of this study.

First, all the individuals we newly report have a date less than

�11,000 BP and thus we could not directly probe the initial

movements of people into Central and South America. Sec-

ond, from the period between 11,000–3,000 BP that includes

most of our individuals, we lacked ancient data from Amazo-

nia, northern South America, and the Caribbean and thus

cannot determine how individuals from these regions relate

to the ones we analyzed. Third, because we reported few indi-

viduals from after 3000 BP, this study provides just a glimpse

of the power of this type of analysis to reveal more recent

events. Regionally focused studies with large sample sizes

are needed to realize the potential of ancient DNA to reveal

how the human diversity of this region came to be the way it

is today.
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